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Abstract

Agent-based simulations are useful for studying people’s movement and to help making decisions in situations like emergency evacuation in smart environments. These agent-based simulations are typically used as offline tools and do not assimilate real time data from the environment. With more and more smart buildings equipped with sensor devices, it is possible to utilize real time sensor data to dynamically inform the simulations to improve simulation results. In this paper, we propose a method to assimilate real time sensor data in agent-based simulation of smart environments based on particle filters (PFs). The data assimilation aims to estimate the system state, i.e., people’s location information in real time, and use the estimated states to provide initial conditions for more accurate simulation/prediction of the system dynamics in the future. We develop a PF-based data assimilation framework and propose a new resampling method named as component set resampling to improve data assimilation for multiple agents. The proposed framework and method are demonstrated and evaluated through experiments using a sparsely populated smart environment.
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1. Introduction

Location information of occupants in building structures is useful for supporting decision makings such as scheduling efficient energy utilization and developing emergency evacuation strategies. Agent-based simulation is an important tool for studying the dynamics of people’s movement in building structures [6, 20]. It uses a bottom up approach to model individuals’ behavior and their interactions with the environment, and can provide valuable information for helping system design. While many agent-based simulations have been developed, they are typically used as offline tools and do not utilize real time data of building environments. With advances of sensor and communication technologies, more and more building environments are equipped with sensors that provide real time information about the environment. In this paper, we refer to indoor building environment equipped with sensors as smart environment. With real time data provided by sensors, how to dynamically assimilate these data into simulation to support real time decision making becomes an important research topic.

Data assimilation refers to the process of incorporating observation data into a running model to produce improved estimates of interested state variables [29, 30]. It is made necessary by the fact that no model is perfect, and therefore there is a need to obtain the best estimates of states (which are usually unobservable) of a dynamic system by incorporating observations into a model of the system. Data assimilation has gained much success in weather forecast and many geoscience fields. In this paper, we develop a data assimilation method for agent-based simulation of smart environments. The data assimilation aims to dynamically adjust the simulation to achieve more accurate simulation/prediction of people’s movement in smart environments and thus to support real time decision makings. This is in contrast to traditional off-line simulation, where a simulation starts from an initial state and is not influenced by real time data during the simulation. With data assimilation, real time sensor data are assimilated to estimate the “current” system state. The estimated system states are then used to provide initial conditions for running simulations that simulate/predict the system dynamics in the future. Because the initial states are dynamically estimated from real time sensor data, simulations starting from these initial states will lead to more accurate simulation/prediction results. We note that this work is different from the work of dynamically calibrating or modifying the agent-based model based on real time data. In our work, the model is not dynamically changed. Instead, the simulation is dynamically reset to start from initial conditions that are estimated from real time sensor data, and thus the simulation/prediction results are dynamically adjusted in real time. Also note that even though this
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work does not calibrate the agent-based model over time, it is possible to treat some of the model parameters as part of the system state and dynamically estimate (calibrate) those parameters based on real-time sensor data.

Data assimilation relies on several elements to work, including the sensor data that provides real-time observation of the system under study, the simulation model that captures the system dynamics, and the data assimilation algorithm for carrying out state estimation. Various sensor devices exist in smart environments. High-resolution sensor devices such as video cameras provide more precise measurement; however, they are often intrusive and incur high cost. In this paper, we consider binary proximity sensors that are low cost and provide non-intrusive information. Besides sensor data, the quality of the agent-based simulation model also has an impact on data assimilation results. Many agent-based simulation models have been developed in the literature for simulating people’s movement. Since the main focus of this paper is on the data assimilation framework instead of the agent-based model, we develop data assimilation based on a relatively simple agent-based model. In this model, each agent is specified by several basic behaviors that simulate people’s movement in smart environments. We note that the developed data assimilation framework is not restricted to the agent-based model and sensor data used in this paper—it can be adapted to work with other models and sensor data. The state estimation algorithm is another key component of data assimilation. A unique feature of the agent-based simulation model is that the model is specified by behaviors or rules and lacks the analytic structures (e.g., those in partial differential equation models) from which functional forms of probability distributions can be derived. This makes it difficult to apply conventional state estimation techniques such as Kalman filter and its variances. In our work, we carry out state estimation using Particle Filters (PFs), which are a set of sample-based methods that use Bayesian inference and stochastic sampling techniques to recursively estimate the state of dynamic systems from some given observations [8, 27]. PFs approximate the sequence of probability distributions of interest using a large set of random samples, named particles, each of which represents an estimation of the system state. PFs are non-parametric filters and thus work well with the agent-based simulation model.

Based on PFs, this paper develops data assimilation for agent-based simulation of smart environments. We first present the data assimilation framework based on the bootstrap filter algorithm [8]. Within this framework, the system state is composed from the states of all agents, and the state transition function is defined based on the agent-based simulation model. One issue associated with the standard bootstrap filter algorithm is that it suffers from the particle deprivation problem due to the high dimensional system state associated with multiple agents. In this paper, observing that the high-dimensional system state is composed from states of individual agents (where each agent’s state variables can be thought of as one component of the overall system state), we propose a PF algorithm with a new resampling method named as component set resampling. In the proposed component set resampling, instead of resampling each particle as a whole as in standard particle filters, we divide the system state into sub-components and resample at the component level to “construct” new particles. The goal is to use the same number of particles to represent more possible combinations of system state variables, and thus alleviate the particle deprivation problem. We show how the component set resampling can work together with the standard resampling to support data assimilation for agent-based simulation of smart environments. Experiment results based on a sparsely populated smart environment are provided to demonstrate the proposed data assimilation framework and method. This paper makes contributions in the following two aspects: 1) it develops a data assimilation framework for agent-based simulation of smart environments; 2) it proposes a new resampling method (the component set resampling) to improve data assimilation for multiple agents. As far as we know, this is one of the first efforts that assimilate real-time sensor data in agent-based simulation of smart environments.

The rest of this paper is organized as follows: Section 2 presents the related work. Section 3 describes the smart environment and the agent-based model used in this work. Section 4 presents the data assimilation framework. Section 5 shows experiment results and analysis. Section 6 provides some discussions of this work, and Section 7 concludes this work.

2. Related Work

A smart environment is equipped with sensors that provide information about the environment to help accomplishing tasks such as navigation, energy consumption scheduling, activity notification, and evacuation planning. Occupants’ location information is one of the most important information that one would like to derive from the sensors because occupancy is directly related to many aspects of the contextual information of a building. One research topic related to deriving moving objects’ location information from sensors is target tracking. The problem of target tracking is usually divided into two sub-problems: 1) data association problem, which links a specific target to the observation data it generates; 2) single target tracking problem, which identifies a target’s
trajectory in an environment using estimation techniques [15]. Binary proximity sensors are often used in target tracking due to their non-intrusive and inexpensive properties [17, 18]. Because these sensors provide no identity information about the targets, it is difficult to link observation with specific target. Techniques such as target counting have been developed to help address this issue [31, 32]. The work of target tracking deals with general moving objects (not limited to people). They typically assume motion models specified by equations based on physical laws instead of agent-based models that model occupants’ behavior in smart environments.

Agent-based models are widely used to simulate people’s moving behavior in building environments. Examples include an agent-based model for analyzing pedestrian movement in a multi-story office building [6], and an agent-based simulation to study people’s movement in a railway station [20]. These works study the dynamics of people’s movement to help system design. They are used as offline tools and do not assimilate sensor data from the buildings under study. With sensors increasingly deployed in smart environments, how to incorporate sensor data into agent-based models becomes a relevant research topic. In [22], the author developed an agent-based model to model the movement of occupants and fire emergency in a building. A guidance system was developed that uses real time sensor data to help agents to find a shortest path to the exit when there is a fire emergency. The focus of using the sensor data was to dynamically update the guidance system to be used by the agents, which is different from our work of estimating occupants’ location for more accurate simulation results. Several works used models and data to help estimating building occupancy. The work of [14] combined sensor data, building structure and prior knowledge about the building utilization to estimate building occupancy. The estimation problem was regularized as solving a convex optimization problem based on the analytic structure of the occupancy dynamics and the observation function. The work of [19] combined two types of sensors and applied extended Kalman filter to estimate zone level occupancy information. This work used a reduced-order flow-based model represented on a graph so that the extended Kalman filter can be applied. The work of [13] proposed an integrated approach to occupancy modeling and estimation. In this work, the occupancy estimation was carried out using a covariance graph model based on the least minimum variance estimator to estimate room-level occupancy in the building. To evaluate the estimation method, an agent-based stochastic model was developed and was validated with sensor data for a special case of one room and one occupant. The developed agent-based model was then used to generate “artificial” sensor data for evaluating the occupancy estimation method. This work is different from our work that carries out data assimilation using the agent-based model.

Utilizing data has been a recent trend in the agent-based modeling and simulation community. The different ways of using data can be categorized into three broad approaches, each of which serves a different purpose. The first approach emphasizes the importance of data during the model development stage for informing the model development. The work of [11] argued that traditional agent-based modeling in social simulation does not use data and thus this work promotes data-driven agent-based modeling. The works of [24, 3] discussed the potential of using data mining technologies during the development of agent-based models. A framework to structure agent-based modeling data for social-ecological systems was presented in [1]. The second approach focuses on incorporating data for model validation. The work of [23] identified the need of incorporating data for validating the built agent-based model and argued that all the models should be validated in order to be published. A detailed discussion about empirical validation of agent-based models was provided in [25]. A set of guidelines for improving the predictive performance and the robustness of agent-based models were proposed in [26], where a main topic was data collection and model validation. The third approach explores how to use data to set up simulation runs. For example, the works of [12, 21, 5] set up agent-based models using contextual data or data from observations. The need of using data for simulation initialization was discussed in [11]. Our work is related to simulation initialization to some extent because we carry out state estimation and then use the estimated system state as initial conditions for running simulations. However, we focus on a dynamic process where real time sensor data are dynamically assimilated to estimate the system state during the simulation procedure.

The deprivation problem in high-dimensional particle filtering is well documented (see [28] for a detailed discussion on this). Several methods have been proposed in the literature to deal with the deprivation problem, including diversifying the particles [10], adjusting number of particles [9], and dealing with high dimensionality of state space analytically [16]. The idea of diversifying particles [10] is incorporated in our work by adding noise to the particles in each estimation step. Other methods (e.g., the one described in [16]) generally exploited the analytical properties of the models so that advanced techniques can be applied. They are not suitable for agent-based models that are specified by behaviors/rules and lack analytical structures. In this paper, we develop a novel resampling method (the component set resampling) to alleviate the particle deprivation problem for data assimilation in agent-based simulation of smart environments.
3. The Smart Environment and Agent-based Simulation Model

To set the stage for the proposed data assimilation framework, we first describe the smart environment and sensors considered in this work, and then present the agent-based simulation model used in the data assimilation.

3.1. The Smart Environment and Sensors

In our work, we consider the smart environment as a single-floor indoor office environment composed of office rooms and corridors. The environment is equipped with binary proximity sensors, which report 1 when one or more occupants are within its sensing area and report 0 otherwise. These sensors have low resolution in detecting the movement of occupants and have the following features:

1. The sensors provide anonymous location information of occupants. They do not provide information about occupants’ identity.
2. The location information obtained is ambiguous when there are multiple occupants in the sensing area of a sensor. The sensor does not have the capability of measuring the number of occupants in its detection area.
3. The sensors are subject to errors and environmental noises.
4. Sensors are deployed sparsely. As a result, occupants’ locations become latent variables when occupants are outside sensors’ detection areas.

These features make it impossible to directly measure occupants’ location and to differentiate different occupants based on sensor data. The goal of data assimilation is to dynamically estimate occupants’ location and other system state variables to supply initial conditions for more accurate simulation/prediction of the system dynamics.

3.2. The Agent-based Model (ABM)

We develop a relatively simple agent-based simulation model and use it to carry out the data assimilation work. The agent-based model runs in a stepwise fashion. It models individual occupants’ moving behavior such as navigating and avoiding each other. It adopts a behavior-based control mechanism, in which behaviors that match the current world condition may fire subject to conflict resolution among competing alternatives [2]. More specifically, we model each agent to have two basic behaviors in the smart environment: avoidance and move-to-destination. We note that the main focus of this paper is on the data assimilation, thus we do not add other behaviors such as follow-crowd and emergency evacuation. Those behaviors can be added into the agent-based model if needed, and the developed data assimilation framework should still work if more behaviors are modeled. Also note that in this work, we assume agents’ walking speed is a constant and does not change over time.

The goal of the avoidance behavior is to enable an agent to perform appropriate maneuvers when it is blocked by other agents or obstacles. Since the corridors and office rooms typically have limited space, congestion can occur when multiple occupants are in the vicinity of each other. When that happens, agents stop moving to their destinations and follow some rules trying to resolve the congestion. In our model, an agent performs its avoidance behavior according to three rules: keeping comfortable distance, moving sideways, and re-planning a temporary path. The first rule, keeping comfortable distance, defines that agents try to stay away from each other if they get too close to each other: an agent will move to the opposite direction of its nearest agent if their distance is smaller than a comfortable distance threshold. The moving sideways rule defines that if an agent is blocked on its heading direction (i.e., if the distance to the nearest agent/obstacle on its heading direction is smaller than a pre-defined distance threshold), the agent scans its side ways to seek for a direction that is clear of obstacles and move towards that direction. The third rule, re-planning motion, is applied when the agent does not find a direction that is clear of obstacles while applying the second rule; when this happens, the agent tries to re-schedule a new route so that it can pass the obstacle. We note that the first rule and the second rule (or the third rule) are not mutually exclusive because they are triggered by different conditions. It is possible for an agent to invoke the first rule and then the second rule (or the third rule) in the same time step. These rules together help agents to avoid each other while moving and when congestions happen.

The goal of the move-to-destination behavior is to navigate an agent to a pre-defined destination so that the “planning” type of behavior can be modeled. Occupants in office environment usually move rationally and their movements are associated with clear purposes. This means instead of walking around randomly, an occupant would set a destination before starting to move. After that, the moving direction of the occupant can be determined based on its current location and its destination. In our work, we implement the move-to-destination behavior using a
waypoint graph. This graph is constructed in such a way that for an arbitrary position on the floor map, there is at least one vertex in the waypoint graph that can be connected to the position without crossing any obstacles (e.g., walls). Typically, the vertices of such a waypoint graph are set to be the intersections between corridor and corridor or between corridor and room. Fig 1 shows an example of the waypoint graph for a floor structure:

![Fig 1. Floor structure with waypoint graph](image)

In Fig 1, the blue bold lines represent the walls. The black circles represent the vertices (named as waypoints) of the waypoint graph and the lines connecting them represent the connectivity among the waypoints. We assume all agents are aware of the floor structure and therefore have access to the waypoint graph. With the waypoint graph, an agent generates a set of intermediate route points that navigate to the final destination based on its current location and its final destination to all the possible vertices in the waypoint graph without crossing any walls; the agent then uses Dijkstra’s[7] algorithm to find a shortest path from its current location to the final destination. The series of waypoints on the shortest path is the sequence of intermediate route points of the agents. At any given time, an agent’s moving direction is determined based on its current location and the next intermediate route point. Formally, let \( G \) represent a waypoint graph \( G = \{V, E, D\} \), where \( V, E, D \) are sets of the vertices, edges, and distances of the edges, respectively. Each element in \( V \) has a coordinate that indicates the location of the waypoint. To generate a route from an agent’s starting location \( l_1 \) to its destination \( l_2 \), the following procedure is used:

1. Add starting location \( l_1 \) and final destination \( l_2 \) of the agent to the waypoint graph \( G \) by connecting them to all the possible vertices in \( V \) such that the new generated connections(edges) do not cross any obstacles (walls in our work). The graph with the new edges is represented by \( G' \).
2. Find a shortest path from the starting location \( l_1 \) to the destination \( l_2 \) over the graph \( G' \).
3. Store the waypoints of the shortest path in a list \( d \):

   \[
   d = \{l_1, m_{x_1,y_1}, m_{x_2,y_2}, ..., l_2\}
   \]

   where \( m_{x,y} \) are the intermediate route points in the route. After the route is determined, an agent set its moving direction according to its current location and the next intermediate route point. After the agent arrives at an intermediate route point, that point is removed from the list \( d \) and the next element in the list is chosen as the next intermediate route point. Once the agent reaches its final destination, a new destination is generated (currently it is randomly generated) and the agent moves to the new destination.

The avoidance behavior and move-to-destination behavior together define how an agent updates its moving direction and plans its motion. To resolve conflict between the two behaviors, we set the avoidance behavior to have higher priority than the move-to-destination behavior in the behavior-based control. In other words, the move-to-destination behavior is performed only when there is no need to avoid obstacles or other agents.

The agent-based simulation model is specified by a set of behaviors and rules. While this brings advantages like the ability to add new behavior on top of existing ones, it adds complexity to data assimilation because the prior and posterior distributions of system state variables cannot be expressed in analytical forms (e.g., using equations). In this work, we use the non-parametric particle filters to carry out data assimilation for the agent-based simulation model. We describe the particle filter-based data assimilation framework in the following section.

4. Data Assimilation Framework

4.1. Overview of Particle Filter-based Data Assimilation

Data assimilation involves incorporating observations into a computer model to obtain the best estimate of the system state. It is generally framed as a state estimation problem for calculating posterior probability distributions of
some state variables of interest, given prior distributions from a forecast model and data from observations. In this work, we develop data assimilation based on Particle Filters (PFs), which are a set of sample-based methods that use Bayesian inference and stochastic sampling techniques to recursively estimate the state of dynamic systems from some given observations (see [8, 27] for more details about PFs). Formally, particle filters work with a state-space model that has a generic form containing a state transition function (also called the system transition model) and a measurement function (also called the observation model):

\[ x_t \sim p(x_t | x_{t-1}) \]
\[ y_t \sim p(y_t | x_t) \]

where \( x_t \) is the system state at time \( t \) evolved from state at the previous time step \( t-1 \); and \( y_t \) is the measurement at time \( t \) given the system state at time \( t \). In particle filters, posterior distribution of the system state is approximated by a set of weighted particles (also called samples), where each particle represents an estimation of the entire system state. The weight of a particle is calculated based on the likelihood of the particle, i.e., the probability for the state represented by the particle to generate the observation (sensor data collected from the real system). Various particle filters have been developed. In this work, we carry out data assimilation using the bootstrap filter [33], which is one of the basic particle filter algorithms. In the bootstrap filter, particles are propagated over time by sampling from the prior distribution that represents the state transition, which is the simulation model in our work.

Data assimilation using the bootstrap filter runs in an iterative manner. In each iteration the algorithm receives a set of particles representing the previous belief of the system state, and an observation, and then generates a new set of particles representing the posterior belief. Each iteration includes three major steps. The first step is the sampling step, which involves drawing samples (particles) from the state transition function, i.e., the agent-based simulation model. To do this, for each particle we use the particle’s state as the initial state and run the simulation to the next observation time according to the agent-based model. The second step is to calculate the weights of particles, which involves weighing a particle based on the probability for the particle to generate measurement that matches the observation (i.e., the sensor data, which is the ground truth measurement). To achieve this we need to define the observation model according to the specific type of sensors used in the system, and then calculate measurement of each particle using the observation model. The weight of a particle is then calculated based on the distance between the ground truth measurement and the measurement of each particle. The third step is resampling, which involves multiplying particles with higher weights and eliminating those with lower weights. In the standard resampling method, a set of offspring particles are drawn with probability proportional to the normalized particle weights. To effectively increase the diversity of the sample space and to represent a larger sample space using limited number of particles, in this paper we also developed a new resampling method named as the component set resampling. The set of resampled particles represent the posterior belief of the system state, and used for the next iteration of the data assimilation. We note that the data assimilation step is different from the simulation step. The data assimilation step is typically defined by how often sensor data are collected/assimilated, and may cover multiple simulation steps. In this paper, unless explicitly stated, the time step \( t \) represents the data assimilation step instead of the simulation step.

Applying particle filters to data assimilation for the agent-based model needs to develop several key components. These include defining the state and formulating the agent-based model as a state space model, defining the observation model that computes sensor data, and developing the weight calculation and resampling methods. Below we describe these components in detail.

### 4.2. State and State Transition Function

The state transition function defines how the system state evolves over time, and is used in the particle filter algorithm to generate new samples in each data assimilation step. In this work, we define the state of the system as the locations and destinations of all the agents in the smart environment. Since agents’ moving directions and intermediate destinations, i.e., routing points, are calculated from agents’ locations and destinations (e.g., an agent’s moving direction is decided by its location and its next intermediate routing point), we do not include them explicitly as part of the system state. Formally, the state of the system is defined as:

\[ x_t = < r_{i1}^t, r_{i2}^t, r_{i3}^t, ..., r_{im}^t > \]
\[ r_i^t = < l_i^t, d_i^t > \]

where \( m \) is the total number of agents and \( r_{i}^t \) is the state of agent \( i \) at time \( t \), and \( l_i^t, d_i^t \) represent the current location and final destination of agent \( i \) at time \( t \).
The state transition function defines how the state of a particle evolves from time step $t$ to time step $t+1$ and is based on the agent-based model described in section 3. The state transition function is formulated as follows.

$$x_{t+1} = ABMTransition(x_t) + Q_t$$

where $Q_t$ is the processing noise and $ABMTransition$ represents the agent-based model, which define how agents update their locations over time (see Section 3.2). Once an agent reaches its current final destination, a new destination is generated. Since particle filters work with stochastic models, in our work the new destination is generated stochastically based on a distance that is measured by how many waypoints away from the agent’s current destination in the waypoint graph. Specifically, we use the following method to generate a new destination once an agent reaches its current final destination:

1. Determine the heading direction, denoted by $\theta_a$, of the agent. The heading direction is the direction where the agent moves to before reaching the destination.
2. Generate a waypoint distance $D'$ from the current destination. Let $D' = |GP(D, 1)|$ where $GP$ is a Gaussian process with mean to be $D$, which is a pre-defined constant and represents the average waypoint distance from the current destination, and variance to be 1. $D'$ is the number of waypoints that the new destination will be set away from the current destination.
3. Set initial value $\theta = \theta_a, l = l_a$, where $\theta_a$ is the heading direction of the agent and $l_a$ is the location of the agent. The following procedure is executed:
   
   For $i=1$ to $D'$
   
   - Decide a new moving direction $\theta'$ based on direction $\theta$. This is done by connecting location $l$ to all of its nearest waypoints in the waypoint graph and then selecting a direction along the edges of these connections. The probability of selecting a direction that is opposite to the direction of $\theta$ is set to be a pre-defined constant $p_b$ and the probability for the agent to select other directions is set to be $1-p_b$.
   - Find the next waypoint $l_{\text{waypoint}}$ on the waypoint graph along the direction $\theta'$.
   - Set $\theta = \theta'$, $l = l_{\text{waypoint}}$.
   
   End For

4. Randomly pick a position between $l$ and its nearest waypoint (rejecting the points that are inside the walls). This position is considered as the new destination of the agent.

To improve the quality of data assimilation, how to model the process noise $Q_t$ is also important. In our work, we model the process noise from two aspects: the noise added to the location of the agents and the noises added to the destinations of the agents. For agents’ locations, we simply add a random position noise using uniform distribution within a range. We also add noise to agents’ destinations so that particles re-sampled from the same parent can have different destinations. The method for adding noise to agents’ destinations is similar to the method for generating new destinations described above, except that $l$ is initialized with the destination instead of the position of the agent and $\theta$ is initialized with the heading direction of the destination (the direction from the second last intermediate destination to the final destination). Fig 2 shows an example of adding noises to a destination:

![Fig 2. An example of adding noise to a destination to generate new destinations.](image-url)
destinations are generated around the original destination, with most of them are in the forward areas along the heading direction of the original destination, and the majority of them are within 1 waypoint distance from the original destination.

4.3. The Observation Model and Weight Calculation

In our work, the observation data is collected from a set of binary proximity sensors. A sensor produces 1 if there is at least one occupant in its detection area and produces 0 otherwise. Assuming there are \( n \) sensors deployed in the smart environment, the measurement is then a vector containing \( n \) 0s or 1s. Formally, given a set of occupants:

\[
O = \{o_1, o_2, o_3, o_4, \ldots, o_m\}
\]

, where \( m \) is the total number of occupants; a set of sensors, \( S \), that are deployed sparsely in the environment:

\[
S = \{s_1, s_2, s_3, s_4, \ldots, s_n\}
\]

for each sensor \( s_i \), its location is denoted as \( l_i \) and its detection area is specified by a distance \( r_i \), which is the radius of the area it is able to observe. The observation \( y \), generated by \( s_i \) at time \( k \) is then defined as follows:

\[
y_i = h(\text{Observed}(O, l_i^s), \omega_{i,k})
\]

\[
\text{Observed}(O, l_i^s) = \begin{cases} 1 & \text{if } \exists o_j \in O, \text{dist}(l_i^o, l_i^s) < r_i^s \\ 0 & \text{otherwise} \end{cases}
\]

where \( l_i^o \) is the location of occupant \( o_j \) and \( \omega_{i,k} \) is the observation noise of sensor \( s_i \) (i.e., the probability for the sensor to report false readings), \( \text{dist}(\cdot) \) is a function that returns the distance between two positions, \( h(\cdot) \) is a process that takes into account the observation noise of the sensor to produce an observation. In our work, we assume all sensors have the same level of observation noise of 5%. This means the probability that a sensor reports 0 if there are occupants in the sensor’s detection area and the probability that the sensor reports 1 if there is no occupant in the sensor’s detection area are both 5%.

To calculate the importance weight of a particle, the ground truth measurement vector \( y_{\text{real}} \) is compared to the measurement vector \( y_{\text{particle}} \) of the particle. The two measurement vectors are denoted below:

\[
y_{\text{real}} = \{y_1^{\text{real}}, y_2^{\text{real}}, y_3^{\text{real}}, \ldots, y_n^{\text{real}}\}
\]

\[
y_{\text{particle}} = \{y_1^{\text{particle}}, y_2^{\text{particle}}, y_3^{\text{particle}}, \ldots, y_n^{\text{particle}}\}
\]

In the bootstrap filter, the weight of a particle is calculated based on the likelihood \( p(y_t|x_t) \). Since the measurement is a vector, like in many Kalman Filter applications, we define that the likelihood as a multivariate Gaussian distribution. In our work, the sensors are independent from each other. The importance weight \( w_k^j \) of a particle \( j \) at time \( k \) is calculated as follows:

\[
w_k^j = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi}} e^{-\frac{d_i^2}{2}}
\]

, where \( d_i \) is the distance between the measurement of the particle and ground truth measurement for sensor \( s_i \). We define that \( d_i \) is calculated as follows:

\[
\begin{cases} d_i = 0 & \text{if } y_i^{\text{real}} = 1 \land y_i^{\text{particle}} = 1 \\ d_i = 1/a & \text{if } y_i^{\text{real}} = 0 \land y_i^{\text{particle}} = 0 \\ d_i = a & \text{otherwise} \end{cases}
\]

In our work, \( a \) is arbitrarily chosen to be 2, thus \( a > 1/a > 0 \). For a sensor, we assign different values to \( d_i \) in different situations to indicate the different information it carries in calculating the importance weight of a particle: 1) when the ground truth measurement and the particle’s measurement both have value 1, this means the two measurements match and carry strong information (the sensor detects occupant movement within its detection range). In this case, \( d_i = 0 \) to indicate the distance between the particle’s measurement and the ground truth measurement is the smallest; 2) when both have value 0, this means the two match but carry less information (the
sensor does not detect occupants within its detection range), and thus \( d_i \) has a larger value but is still smaller than 1; 3) when the two measurements mismatch, \( d_i \) has a value greater than 1.

4.4. The Particle Filtering Algorithm

The particle filtering algorithm is the bootstrap filter, which follows the standard sequential importance sampling with resampling (SISR) procedure [8]. The algorithm first initializes all the particles so that they are randomly distributed over the state space. After that, samples are drawn by advancing the state of each particle using the state transition function described in section 4.2 for a period of time \( \Delta t \) (\( \Delta t \) depends on how often the observation data is collected and assimilated). The weight of each particle is calculated based on the comparison between the measurement computed using the observation model and the real observation data collected from the sensors. The weights are then normalized so that in the resampling step, particles with higher weights have greater chances to be selected and reproduced.

Resampling in particle filters deals with the degeneration problem by eliminating particles with lower likelihood and multiplying those with higher likelihood. The resampling step first normalizes particles’ weights so that the sum of all particles’ weights equals to 1. The normalized weight of a particle then becomes the probability for the particle to be selected during the resampling. A new set of particles is generated by performing the selection \( N \) times (where \( N \) equals to the total number of the particles). The procedure of a standard resampling is summarized as follows:

**Algorithm I: Standard Resampling**

**Resampling step:**

**Input:** The set of particles \( \{ x_t^{(i)} ; i = 1, \ldots, N \} \) with associated weights \( \{ \tilde{w}_t^{(i)} ; i = 1, \ldots, N \} \);

**Output:** A new set of particles \( \{ \hat{x}_t^{(i)} ; i = 1, \ldots, N \} \)

1. Normalize the weights according to:

   \[ w_t^{(i)} = \frac{\tilde{w}_t^{(i)}}{\sum_{j=1}^{N} \tilde{w}_t^{(j)}} \]

2. **For** \( k = 1 \) to \( N \)

   Select particle \( \hat{x}_t^{(k)} \) from the set:

   \[ X = \{ x_t^{(i)} ; i = 1, \ldots, N \} \] according to \( W = \{ w_t^{(i)} ; i = 1, \ldots, N \} \)

   **End for**

Although avoiding the degeneration problem, the standard resampling method brings two potential issues: sample impoverishment and particle deprivation. The sample impoverishment phenomena occurs when after several iterations, all the particles are generated by multiplying a small number of particles (because these particles have dominant weight or because other particles have much lower likelihood.). As a result, the diversity of the particles decreases after resampling and particles tend to collapse to a single point or several identical points on the state space after some steps. At this stage, due to loss of diversity, if the states of particles are all far away from the true state of system, there is no way for particles to rewind and recover. The other issue of particle deprivation occurs when there is no particle in the vicinity of true state; as a result, it is impossible for the algorithm to converge to posterior. Particle deprivation is caused by many reasons. One of the reasons is loss of diversity of particles introduced by sample impoverishment. Another reason is combinatorial explosion of possible states due to high dimensional state space, which means that the number of possible combinations of state values increases exponentially as the dimension of system state increases. For high dimensional state space, a large number of particles are required in order to cover all possible combinations of state values to prevent deprivation, thereby significantly increasing the computation cost [4]. In this work, we aim to estimate occupants’ location on a 2D space. Since each agent has two state variables (location and destination), the number of dimensions of the entire state space is \( 2 \times n \) where \( n \) is the total number of agents. As the number of agents increases, the high dimensional state space of the system leads to deprivation caused by combinatorial explosion and loss of diversity. To alleviate this problem, we propose a new resampling method named as component set resampling as described below.
4.4.1. Component Set Resampling

In the standard particle filter resampling procedure, the entire system state is treated as a whole when being resampled. Since the system state is a vector consisting of many state variables, it can be thought of having many components, each of which is a sub-set of the state variables. For the agent-based simulation model, the system state is composed from states of individual agents, thus each agent’s state variables can be treated as a component of the whole system state. For example, for an agent-based model with two agents agent1 and agent2, one component would be agent1’s location and destination; another component would be agent2’s location and destination. The basic idea of the component set resampling is to break the system state into components and carry out resampling at the component level. In other words, instead of resampling each particle as a whole as in standard particle filters, we divide the state space into components and resample from the set of components to “construct” new particles. By reconstructing new particles with components from different particles, we aim to increase the diversity of the sample space using the same number of particles, because new combinations of components can be generated.

The particle filtering algorithm with the component set resampling differs from the standard particle filtering algorithm only in how particles are re-sampled. It does not change the weight calculation of particles, that is, a particle is still treated as a whole when calculating its importance weight. After weight calculation and normalization, we divide a particle into sub-components, all of which inherit the same weight from the particle. In this work, the components are divided based on the agents in the system, where each agent’s state (location and destination) is a component. Then for each component (e.g., agent1’s state), we construct a component set that consists of the corresponding component instances from all particles. When reconstructing a new particle, we select an instance (according to components’ weight) from each component set for all the component sets to form a new particle. Formally, let

\[ x^i = < r_1^i, r_2^i, r_3^i, ..., r_m^i > \]

represents the system state of particle \( i \), where \( m \) is the number of components in the system state (in our work, \( m \) is the number of agents in the system), and

\[ r_j^i = < l_j^i, d_j^i > \]

represents agent \( j \)'s state in particle \( i \), i.e., agent \( j \)'s position and destination. Overall, the states of particle \( i \) consists of components \( r_1^i, r_2^i, r_3^i, ..., r_m^i \). Each component \( r_j^i \) has the same important weight that is inherited from the particle’s importance weight.

\[ w_{r_j^i} = \frac{w_i^i}{p(y_t^i|x_t^i)} \]

Since there are \( m \) agents, there are \( m \) component sets. Assuming there are \( N \) particles, these \( m \) component sets are defined as:

\[ R_1 = \{ r_1^1, r_2^1, r_3^1, r_4^1, ..., r_1^N \} \]
\[ R_2 = \{ r_2^1, r_2^2, r_3^2, r_4^2, ..., r_2^N \} \]
\[ R_3 = \{ r_3^1, r_3^2, r_3^3, r_4^3, ..., r_3^N \} \]
\[ R_m = \{ r_m^1, r_m^2, r_m^3, ..., r_m^N \} \]

, where \( R_k \) is the \( k \)th component set, and each \( r_j^i \) has an associated weight \( w_{r_j^i} \). With these components sets, a new particle is constructed as:

\[ \tilde{x} = < \tilde{r}_1^i, \tilde{r}_2^i, \tilde{r}_3^i, ..., \tilde{r}_m^i > \]

where

\[ \tilde{r}_k^i = \text{select}(R_k) \]

and \( \text{select}(X) \) is the function of multinomial selection to select a component from set \( X \) according to the weight associated with the components.
Fig 3 illustrates how the component set resampling works. For simplicity, we assume each component consists of only agent’s location (the destination is not considered). In this example, there are 3 particles where each particle is composed from 3 components $l_1$, $l_2$, and $l_3$. In the figure, $P^1$, $P^2$ and $P^3$ denote the three particles before the resampling, and $l_i^j$ represents the component $l_i$ of particle $P$. Assuming the weights of the three particles $P^1$, $P^2$ and $P^3$ are $w^1$, $w^2$, $w^3$ respectively, we have $w^1 > w^3$, and $w^3 = w^2$. Fig. 3(a) illustrates the standard resampling where the 3 particles are selected according to their weights (the left part of the figure shows the three particles before the resampling, and the right part of the figure shows the resampling results). In this example, $P^1$ is selected once, $P^2$ is selected twice, and $P^3$ is not selected. This is because $w^1 > w^3$, and $w^3 = w^2$, thus $P^2$ is more likely to be selected than $P^1$ and $P^3$. Fig. 3(b) illustrates the component set resampling where resampling is carried out at the component level. The three vertical dashed boxes show the component sets for $l_1$, $l_2$, and $l_3$, respectively before resampling. As can be seen, each component set is re-sampled and their results are combined together to form a new particle. Taking the second new particle (the middle one as shown in the figure) as an example, this particle is composed from the first component $l_1^1$ of $P^1$, the second component $l_2^1$ of $P^2$, and the third component $l_3^1$ of $P^2$. The components from $P^2$ are more likely to be selected in constructing new particles because $P^2$ has the highest weight and all the components from $P^2$ inherit its weight.

The component set resampling procedure is summarized as follows:

**Algorithm II: Component Set Resampling**

Resampling step:

*Input:* The set of particles $\{x_t^{(i)}; i = 1, ..., N\}$ with associated weights $\{\tilde{w}_t^{(i)}; i = 1, ..., N\}$;

*Output:* A new set of particles $\{x_t^{(i)}; i = 1, ..., N\}$

1. Normalize the weights according to:
   
   $$w_t^{(i)} = \frac{\tilde{w}_t^{(i)}}{\sum_{j=1}^{N} \tilde{w}_t^{(j)}}$$

2. **For** $i = 1$ to $N$
   
   Divide state space into $m$ components
   
   $$x'_i = <r_{i1}, r_{i2}, r_{i3}, r_{i4}, ..., r_{im}>$$

   Assign weight $w'_i = w_i = p(y_t | x'_i)$ to each component $r_i$

   **End for**

3. **For** each component $r_k^i$, $k = 1$ to $m$
   
   create a component set $R_k$ so that:
   
   $$R_k = \{r_k^1, r_k^2, r_k^3, r_k^4, ..., r_k^N\}$$

   **End For**

4. **For** $i = 1$ to $N$
   
   **For** $k = 1$ to $m$

   select a component from $R_k$ according to components’ weights

   $$\tilde{r}_k^i = \text{select}(R_k);$$

   **End for**
construct the new particle \( \bar{x}^i_t = \langle \bar{r}^i_1, \bar{r}^i_2, \ldots, \bar{r}^i_m \rangle \)

The component set resampling diversifies the sample space even when a limited number of particles are used. However, it also brings a problem: when dividing a state vector into components, a “good” particle with the right combination of components may be broken during the resampling procedure. Furthermore, when different components of the system state have dependencies over each other, a newly constructed particle may not hold the dependencies among the components. To ensure the robustness and correctness of the particle filtering algorithm, we propose to combine the component-set resampling and the standard resampling to solve the above problem and to take advantage of both. Specifically, during the resampling procedure, we re-sample one portion of the total particles using the standard resampling and re-sample the rest of the particles using the component set resampling. The goal of the standard resampling is to ensure the robustness and correctness of the algorithm, and the goal of the component set resampling is to diversify the sample space with limited number of particles. In our work, we have set that 20% of the particles are re-sampled from the standard resampling and 80% of the particles are re-sampled from the component set resampling. We note that these percentage numbers are empirically determined based on experiments for the agent-based model. In our application, the dependencies among the different agents are relatively weak and thus the majority particles are re-sampled from the component set resampling. We expect that for other applications these percentage values need to be changed in order to achieve best performance. A guideline about what percentage values to use can be established based on the level of dependency among the components, and that is considered as future work.

The final resampling procedure is named as the *mixed component set resampling* and is described below, where we assume the total number of particles is \( N \), among which \( U \) particles are re-sampled from the standard resampling and \( V \) particles are re-sampled from the component set resampling. We note that the standard resampling procedure can be thought as a special case of the mixed component set resampling when \( U=N \).

**Algorithm III: Mixed Component Set Resampling**

<table>
<thead>
<tr>
<th>Mixed Component Set Resampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resample particle set with ( N=U+V ) particles</td>
</tr>
</tbody>
</table>
| 1. For particle \( x^1_t \ldots x^V_t \)  
Generate particles using the **Standard Resampling** described in Algorithm I.  
End for |
| 2. For particle \( x^1_{V+1} \ldots x^N_t \)  
Generate particles using **Component Set Resampling** described in Algorithm II.  
End for |

**4.5. The Data Assimilation Algorithm**

The overall data assimilation procedure for the agent-based simulation of smart environments is performed as follows. During the initialization stage, each particle is initialized to have the same number of agents as the number of occupants in the real system. For each particle, agents’ initial positions and destinations are randomly assigned over the 2D space. After the initialization, the data assimilation is carried out in an iterative manner. In each iteration, for each particle the sampling step uses the state transition function defined in section 4.2 to draw a new sample. This is done by starting from the particle’s state and running the agent-based simulation model for a period of time \( \tau \), where \( \tau \) is the time to the next data assimilation time point (e.g., 20 minutes later). Afterwards particles’ weights are calculated based on the observation model and sensor data as described in section 4.3. Then the particles are re-sampled using the mixed component set resampling as described in section 4.4, and then the next data assimilation iteration starts. This algorithm is summarized as follows:

**Algorithm IV: Data Assimilation based on Particle Filter**

<table>
<thead>
<tr>
<th>Data Assimilation based on Particle Filter</th>
</tr>
</thead>
</table>
| 1. **Initialization**, \( t = 0 \)  
For particle \( i=1, \ldots, N \),  
randomly assigning agents’ positions and destinations in particle \( i \);  
End For |
2. **Sampling**

   For particle $i = 1, \ldots, N$
   
   Start from the particle’s state and run the agent-based simulation for a period of time $\tau$.

   End For

   For particle $i = 1, \ldots, N$
   
   Calculate particles’ weights based on the observation model and sensor data.

   End For

3. **Resampling**

   Resample with replacement $N$ particles using the mixed component set resampling

   Set $t \leftarrow t + 1$ and go to step 2

5. **Experiment Results**

   To evaluate the effectiveness of the proposed method, we conducted a series of experiments with different number of agents and particles. We set up these experiments within the context of occupancy estimation, i.e., utilizing sensor data to estimate occupants’ locations in the smart environment. Generally speaking, there are two types of problems associated with occupancy estimation. One is the target tracking problem that tracks each individual. This typically applies to a small number of occupants. Another is to estimate the overall spatial distribution (and density) of the environment without tracking each individual. This typically applies to a large number of occupants, where tracking each individual is impractical (especially when using low quality sensors such as binary proximity sensors). In this paper, we consider the problem of tracking individual occupants and use a relatively small number of occupants. Our main goal is to demonstrate the developed data assimilation framework and the component set resampling algorithm. We use the identical twin experiment to evaluate our method, which is commonly used in data assimilation research. In the identical twin experiment, we first run a simulation and record the corresponding data. These simulation results are considered as “real”, therefore, the observation data obtained here are regarded as coming from the “real” system. Consequently, we estimate the state from the observation data using particle filters and then check whether these estimated results are close to the “real” results. This paper does not assimilate real world sensor data, which is considered as future work. Since all the experiments are based on simulations, we do not explicitly define the units of distance and time in the following descriptions, and refer to them as distance unit and time unit, respectively.

   In all the experiments, the floor structure and sensor deployment are shown in Fig 4(a), where the space is an 800×300 2D space (in distance unit); the blue bold lines represent the walls and yellow concentric circles represent the sensors’ locations and detection areas. The diameter of sensor’s detection area is set to be 50 distance units. The error rate of the sensors is set to 5%, which means the sensor has 5% probability of reporting 1 when it is supposed to report 0 and vice versa. Agents move at a constant speed of 1.5 (distance unit/time unit). Sensor data are assimilated in every 4 time units. In the initialization stage of the particle filtering algorithm, agents’ positions and destinations are distributed uniformly in space (except the locations occupied by walls). Fig 4(b) shows an illustration of data assimilation results of tracking two agents, where the red dots are different estimations of the two agents’ locations from all particles, and the two blue dots (inside the many red dots) are the real locations of the two agents. The sensors that report 1 are displayed in blue (the blue concentric circles); otherwise they are displayed in yellow (the yellow concentric circles). The top left sensor is displayed in blue even though no agent is within its detection range at that time. This is due to the 5% error rate of the sensors. As can be seen, the estimations from the majority particles are close to the locations of the real agents. Note that in this research the posterior is represented by the aggregation of all of the particles instead of a single particle with the highest weight.

![Fig 4. Experiment Setup and Result Illustration](image-url)
Table 1 summarizes the experiment design and expected result for different experiments, where \( N_p \) is the total number of particles, \( m \) is the number of agents and \( Q \) represents whether the mixed component set resampling is used or not.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Purpose of Experiment</th>
<th>Parameters</th>
<th>Expected Result</th>
</tr>
</thead>
</table>
| Experiment 5.1 | Justification of the component set resampling                                             | \( N_p=2000 \)  
\( m=2, 3, 4 \)  
\( Q=false, true \) | As the number of agents increases, the number of particles that have the correct combination of all component values decreases when using the standard resampling. The component set resampling alleviates this problem. |
| Experiment 5.2 | Evaluate the robustness of data assimilation using the standard resampling for a single agent | \( N_p=800 \)  
\( m=1 \)  
\( Q=false \) | Estimation error (between real position and estimated position) of the single agent reduces as data assimilation proceeds. |
| Experiment 5.3.1 | Evaluate performance of the standard resampling for 2 agents                             | \( N_p=1200, 1600, 2000 \)  
\( m=2 \)  
\( Q=false \) | Compared to Experiment 5.2, the data assimilation performance decreases because two agents need to be estimated. Increasing the number of particles improves the performance. |
| Experiment 5.3.2 | Evaluate performance of the mixed component set resampling for multiple agents           | \( N_p=1200, 1600, 2000 \)  
\( m=2, 4, 6 \)  
\( Q=true \) | Compared to Experiment 5.3.1, the mixed component set resampling increases the data assimilation performance (reducing estimation errors) |

In our work, the system state includes agents’ locations and destinations. For simplicity, in the following description we only consider agents’ locations when comparing a particles’ state and the real system state. In all experiments, we employ a pairing procedure to pair the agents of a particle and the agents in the real system based on the distance between them so that the results can be compared. The pairing procedure is needed because sensors carry no identity information thus we need a way to associate an agent in the particle with the corresponding agent in the real system for comparison purpose. The pairing procedure works in the following way. Given a particle with agents \(<a_1 \ a_2 \ ... \ a_m>\) and the real system with agents\(<b_1 \ b_2 \ ... \ b_m>\), we first calculate the distances between all possible pairs \(<a_i,b_j>\) for all \(i = 1 \) to \( m\) and \(j=1 \) to \( m\). We then sort the pairs \(<a_i,b_j>\) in ascending order based on the distance between \(a_i\) and \(b_j\) and store the sorted pairs in a list \(L\). After that, we recursively select the first element \(<a_{c_i},b_{c_j}>\) in \(L\) (which is a pairing of \(a\) and \(b\) that has the smallest distance), store \(<a_{c_i},b_{c_j}>\) in a list \(T\) (referred to as the pairing result list), and then delete all the pairs in the list \(L\) that contains \(a_{c_i}\) or \(b_{c_j}\). This continues until \(L\) is empty. The pairing result is stored in list \(T\), where each element of \(T\) is a unique pairing of elements in \(<a_1 \ a_2 \ ... \ a_m>\) and elements in \(<b_1 \ b_2 \ ... \ b_m>\).

5.1. Justification of the Component Set Resampling

This experiment explores the impact of the system state dimension, i.e., number of system state variables that needs to be estimated, on the resampling result to justify and demonstrate the need of component set resampling. In our work, the number of system state variables is proportional to the number of agents. The state variables of each agent are considered as a component of the overall system state. As the number of agents increases, the number of possible combinations of the system state component values increases too. Consequently, more particles are needed in order to sufficiently cover the possible combinations and to effectively estimate the system state. In this experiment, we refer to a particle whose component values match all the component values of the real state as a particle with correct combination. As the number of agents increases, we expect to see the number of particles with correct combinations decreases dramatically when using the standard resampling. Meanwhile, even though a particle may not have the correct combination for all component values, it may have some component values that match...
those in the real state. From the whole system state point of view, such a particle is not “good” because it does not completely match the real state. When using the standard resampling, such a particle is likely to be eliminated because of its low weight. However, the particle still has “good” components that carry useful information and can be utilized, which gives rise to the component set resampling. This experiment aims to demonstrate this aspect.

We use two different methods to measure the degree of match between a particle’s state and the real system state. In both methods, we use the pairing procedure described above to pair the agent in the real simulation and the agent in the particle. After the pairing procedure, for each pair of agents we calculate the location difference (i.e., the distance) between the two agents’ locations. If the distance between the two agents is small (smaller than a threshold; in our experiment, since the diameter of sensor’s detection area is 50 distance units, we set this threshold to be 50), we consider it as a correct match. We name the first method of measuring the degree of match as the “complete match” method. In this method, we count how many particles whose states completely match the real state, which means all the pairs in T have the correct match. Formally, let $<a, b>$ represent a pair in a pairing result list $T$, $l_a$ and $l_b$ represent the location of agent $a$ and agent $b$ for the pair $<a, b>$, $dist(l_a, l_b)$ is the function returning the distance between $l_a$ and $l_b$. $N$ is the number of particles, $P$ is the set of all particles, $T'$ is the pairing result list between particle $p'$ and the real state. Then the measurement of complete match $E_{complete}$ is calculated as follows:

$$E_{complete} = \sum_{p' \in P} g(T'), \text{ where}$$

$$g(T') = \begin{cases} 1 & \text{if } \forall <a, b> \in T', dist(l_a, l_b) < 50 \\ 0 & \text{otherwise} \end{cases}$$

We name the second method of measuring the degree of match as the “percentage match” method. In this method, we calculate the ratio of “good” components in the overall system state for each particle (which means the ratio of pairs in $T$ that has the correct match), and then compute the average for all particles. Following the above notation, and also let $m$ be the total number of agents, the measurement of percentage match $E_{percentage}$ is calculated as follows:

$$E_{percentage} = \frac{\sum_{p' \in P} (\sum_{<a, b> \in T'} h(a, b))/m}{N}, \text{ where}$$

$$h(a, b) = \begin{cases} 1 & \text{if } dist(l_a, l_b) < 50 \\ 0 & \text{otherwise} \end{cases}$$

The two methods measure the degree that the particles match the real state at different granularity levels. The complete match measurement represents the match at the whole state level – a particle is a complete match only when its whole state matches the real state. The percentage match measurement represents the match at the component (sub-state) level – a particle contributes to the percentage as long as it has one or more “good” components.

![Fig 5. The route configurations](image-url)
In this set of experiments, we utilize 2000 particles and the total simulation time is 350. Since data are assimilated in every 4 time units, there is a total of 88 data assimilation steps. The agents follow the route shown in fig 5 (the route shown in Fig 5(d) is not used in this experiment; it is used in the experiment described in Section 5.3.2). We vary the number of agents from 2, to 3 and then to 4, and use both the standard resampling and the mixed component set resampling in all the cases. Note that when there is only one agent, the number of components in the system state is 1. In this case, the mixed component set resampling performs in the same way as the standard resampling. Thus we do not perform experiments using the mixed component set resampling for the single agent case. Each experiment is repeated 5 times and the average result is presented.

Fig. 6 shows the results of complete match and percentage match based on the measurement methods described above. The results are calculated by averaging the results at each data assimilation step. Fig 6(a) shows the complete match result, where the y axis represents the average number of particles that completely match the real state and the x axis shows the three different cases with different number of agents. Fig 6(b) shows the percentage match result, where the y axis represents the average ratio of “good” components and the x axis represents the three cases. Fig 6(a) shows that for both the standard resampling and the mixed component set resampling, the number of complete matches decreases as the number of agents increases. This is expected because as the number of agents increases, it is more difficult for particles to have the correct combinations of system state. Fig 6(a) also shows that for the standard resampling the number of complete matches decreases dramatically as the number of agents increases. When there are 4 agents, there is zero number of complete match for the standard resampling. Nevertheless, from Fig 6(b) one can see that even though there is zero complete match in the case of 4 agents, the standard resampling still has a relatively high ratio of “good” components (about 37%). The existence of such “good” components is one of the major motivations for us to develop the component set resampling, which divides the state space into subcomponents and reconstruct particles at the component level. By doing this, the good “components” of all particles can be utilized for constructing new particles, and thus leading to improved results. The effect of the mixed component set resampling is demonstrated in both Fig 6(a) and Fig 6(b). In Fig 6(a), it is shown that the mixed component set resampling leads to more complete matches in all the three cases of 2, 3 and 4 agents. Even for the 4-agent case, the number of complete matches reaches as high as 160 using the mixed component set resampling (compared to 0 for the standard resampling). In Fig 6(b), the ratio of correct match of the components increases too when using the mixed component set resampling. These results justify the need and demonstrate the effect of the component set resampling.

![Graphs showing results for complete match and percentage match.](image)

Fig 6. Experiment results averaged from all data assimilation steps

Fig 7 provides more details about the percentage match of both resampling methods by showing the value of percentage match over time, where the x axis represents the data assimilation steps. As can be seen, in both Fig 7(a) and Fig 7(b), the percentage match value increases over time. This indicates a general trend the particles gradually converge to the posterior of the true state. In both the two figures, there are oscillations due to the fact that sensors are sparsely deployed: the peaks correspond to situations when the real agents move into the sensor detection areas; the valleys correspond to situations when the real agents move out of the sensor detection areas. Furthermore, the figures show that as the number of agents increases, the percentage match values decrease. with the same results are seen in Fig 6. Comparing Fig 7(a) and Fig 7(b), we can see that the mixed component set resampling has better performance than the standard resampling, because the percentage match values of the mixed component set resampling are higher than those of the standard resampling in all the three cases.
5.2. Data Assimilation for Single Agent

This set of experiments assimilate sensor data to estimate the position of a single moving agent. The goal is to show that the state estimation converges to the “true” value, that is, the error between the true location and the estimated location of the agent remains below a certain threshold as the data assimilation proceeds. In this experiment, we use 2000 particles, and the total simulation time is 1000. Since sensor data are assimilated in every 4 time units, the total number of data assimilation steps is 250.

To evaluate the performance of the data assimilation, in each step of the data assimilation we calculate the error between the agent’s real location and the estimated locations from particles, and use the averaged result from all particles in each data assimilation step to measure the estimation accuracy. Formally, the averaged location error at time $t$ is calculated as below:

$$E(t) = \frac{\sum_{p \in P} \text{dist}(l_{t}^{p}, l_{t}^{\text{real}})}{N},$$

where $N$ is the number of particles, $P$ is the set of all particles, $l_{t}^{p}$ is the location of the agent in particle $p$ at time $t$, $l_{t}^{\text{real}}$ is the location of the agent in the real system at time $t$, and $\text{dist}(l_{t}^{p}, l_{t}^{\text{real}})$ is the function returning the distance between $l_{t}^{p}$ and $l_{t}^{\text{real}}$.

We evaluate the data assimilation for two cases where the agent has different moving patterns. In the first case, the real agent moves forward without turning back. The route configuration is shown in Fig 8(a). In the second case, the real agent moves forward and then turns back. The route configuration for the second case is shown in Fig 8(b). The two cases share the same initial location for the agents. Fig 9 shows the estimation errors of the two experiments, where the result at each data assimilation step is calculated by averaging results from 10 experiment runs.
In Fig 9, the vertical axis represents the estimation error and the horizontal axis represents the data assimilation steps. In both cases, there are oscillations for the estimation errors. This is due to the sparse deployment of sensors as explained in Section 5.1. As a general trend, when time increases the estimation error decreases and eventually maintains at a low level. This is expected and shows that the particle filter algorithm is working. Note that for the move-forward case, the estimation error slightly increases after step 190 because the agent moves across several 3-way intersections at the end of the route. These 3-way intersections result in more alternatives for the agent’s movement, and thus make it more difficult for particles to converge to the “true” state of the agent. Fig 9 also shows that in the turn-back route configuration, the estimation error increases considerably between step 154 and 208. This is because the agent is turning to an opposite direction and is staying in an area where no sensor is deployed. After the agent enters the detection area of sensors, the error decreases and then maintains at a low level.

5.3. Data Assimilation for Multiple-Agent

5.3.1. Data Assimilation for Multiple-Agent using the Standard Resampling

This set of experiments investigate the impact of number of particles on the estimation result. We carry out these experiments using the standard resampling for two agents. The routes of the two agents are set as Fig 5(a). In general, we expect to see improved data assimilation result when the number of particles increases. In other words, the estimation error decreases as the number of particles increases. The estimation error is calculated as follows:

$$E(t) = \frac{\sum_{k=1}^{N} \frac{1}{m} \sum_{j=1}^{m} \text{dist}(l_{t}^{(j)k}, l_{t}^{(j)\text{real}})}{N}$$

where $N$ represents the number of particles and $m$ represents the number of agents in the experiments; $l_{t}^{(j)k}$ represents the location of agent $j$ in particle $k$ at time $t$ and $l_{t}^{(j)\text{real}}$ represents the location of the corresponding pairing agent in the real system at time $t$. In all the experiments, the total simulation time is 350, and the there are 88 data assimilation steps. The number of agent $m$ is 2, and the number of particles $N$ varies from 1200, to 1600 and then to 2000. Fig. 10 shows the experiment results that are averaged from 20 experiment runs.
In Fig 10(a), the vertical axis represents the estimation error by averaging the error for all data assimilation steps. The horizontal axis represents the number of particles used in data assimilation. It shows that as the number of particles increases, the average estimation error decreases. Fig 10(b) shows the estimation errors over time for the three cases. In general, it can be seen that as the number of particles increases, the estimation error per time step decreases. This is because when the number of particles increases, they can more effectively cover the state space and thus it is more likely that there exist samples whose states are close to the “true” system state. Below we show the performance of the mixed component set resampling and compare it with the standard resampling.

5.3.2. Data Assimilation for Multiple-Agent using the Mixed Component Set Resampling

In this section, we conduct experiments using the mixed component set resampling and compare their results with the standard resampling. The purpose is to demonstrate the advantage of the mixed component set resampling over the standard resampling when the system state has multiple components (that is, there are multiple agents). We first consider the case of 2 agents. The experiment configurations and measurements are the same as in Section 5.3.1. We vary the number of particles from 1200, to 1600 and then to 2000, and show their estimation errors in Fig 11(a), 11(b), and 11(c), respectively.

In Fig 11, the vertical axis represents the estimation errors and the horizontal axis represents data assimilation steps. Fig 11 shows that the estimation errors of the mixed component set resampling are lower than those of the standard resampling in all three cases of using the different number of particles. This confirms the advantage of the component set resampling.

To further show the advantage of the component set resampling, we conduct two other experiments where 4 and 6 agents are used, respectively. The routes for the 4 agents and 6 agents are shown in Fig 5(c) and Fig 5(d) respectively. We use 1200 particles and employ both the standard resampling and the mix component set resampling and compare their results. Fig. 12 shows the results that are averaged from 20 experiment runs. It can be seen that the mixed component set resampling has lower estimation error than the standard resampling in both cases. These results confirm that the mixed component set resampling increases the performance of particle filter-based data assimilation for multiple agents. We note that in this work we use binary proximity sensors, which provide no
identity information of agents and thus it is impossible to distinguish which agent (or multiple agents) triggers which sensor data. As the number of agents increases, it is more difficult for particles to converge to the “true” system state, and even if they converge, they may not be able to maintain the convergence due to the dynamics of the system and the limited information provided by the sensors. In the 6-agent case as shown in Fig 12(b), the estimation error decreases to a relatively low level in the beginning and then increases towards the end. This is because the agents were separated from each other in the beginning, and then after data assimilation step 65, several agents move together across a crowded area (in the middle of the map), making it difficult to distinguish the agents and their moving directions based on the binary proximity sensor data. As the number of agents increase further, estimating the state of each individual agent using 1600 particles becomes even more difficult. See the next section for some discussions on this.

![Estimation Error vs Data Assimilation Steps](image)

(a) Estimating 4 Agents  
(b) Estimating 6 Agents

Fig 12. Comparison of component set and standard resampling algorithm

6. Discussions

In our experiments, we use a sparsely populated environment with small number of agents to demonstrate the data assimilation framework. Due to the limited information provided by the binary proximity sensors (especially that the sensors provide no identity information about agents), tracking each individual for a large number of agents in a crowded environment is infeasible. In fact, as the number of agents increases, the nature of the occupancy estimation problem changes from tracking each individual to estimating occupants’ overall spatial distribution (and density) in the environment. Advanced techniques such as clustering agents to help counting the number of agents and distinguishing different agents (see e.g., [31, 32]) can be incorporated to improve the tracking results. This paper does not focus on the tracking problem itself because its main focus is on the data assimilation framework and the component set resampling method.

Incorporating real time data in modeling and simulation has been recognized as an important topic in computer modeling and simulation. There could be multiple ways to utilize real time sensor data for serving different purposes. In this work, real time sensor data is assimilated into a simulation model to provide estimations of the real system state. The estimations of system state are then used to provide initial conditions for running simulations to more accurately simulate/predict the future dynamics of the system. To achieve this goal, we frame the problem as a state estimation problem from observation data and adopt the same principles of data assimilation that have achieved fruitful results in other research fields such as geosciences and meteorology. It is important to note that our work is different from the work of model calibration, which aims to calibrate a simulation model to match the data of a real system. However, using data assimilation it is possible to treat some of the model parameters as state variables and then dynamically estimate/calibrate those parameters based on observation data (see our previous work [34] as an example).

This paper presents data assimilation within the context of agent-based simulation of smart environments, where real time sensor data are available. The data assimilation framework and methods are all developed based on this application context. Nevertheless, we note that the principles of the developed framework can be adapted to other agent-based simulation applications, such as agent-based traffic simulation, where real time sensor data are available. This is because the data assimilation is framed as a general state estimation problem, where the state transition function is defined based on the agent-based simulation model. As sensors are increasingly used in various applications, the topic of how to assimilate real time sensor data into simulations becomes more and more important.
This work represents one of the first efforts in data assimilation for agent-based simulations. It is our hope that it would inspire more works from others to make progress in this field.

7. Conclusions

In this paper, we develop a particle filter-based data assimilation framework for agent-based simulation of smart environments. An agent-based simulation model is described and then the data assimilation framework is presented. To improve data assimilation for multiple agents, we develop a novel resampling method called component set resampling that breaks the overall system state into sub-components and then re-sample particles at the component level. This resampling method increases the diversity of the samples and therefore can represent a larger state space using the same number of particles. Several experiments are carried out to demonstrate the data assimilation framework, and results show that the component set resampling has better performance than the standard resampling in data assimilation for multiple agents. Future work will include developing methods to support occupancy estimation involving large number agents, carrying out experiments using real world sensor data, and evaluating the data assimilation framework using more agent-based simulation models.
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