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Summary

This paper addresses the problem of broadcasting and multicasting in large scale multihop ad hoc wireless networks. We focus on the energy-efficient broadcast routing in stationary networks and consider the case where wireless nodes can dynamically control their transmission power for each broadcast session.

Minimum spanning tree (MST) has the property that the longest edge in the tree is the shortest among all the spanning trees. We introduce a new algorithm called minimum longest edge (MLE) that constructs a broadcast tree based on MST, and for networks where nodes have different energy reserves, we introduce minimum weight incremental arborescence (MWIA) algorithm to compute the broadcast tree. Multicast tree can be obtained by pruning broadcast tree. These algorithms provide a scheme to balance the energy consumption among all nodes. The simulation results show that MLE and MWIA improved the energy balance and network lifetime for a wide range of networks, and the improvement is more significant when the network size grows. Copyright © 2006 John Wiley & Sons, Ltd.
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1. Introduction

A wireless ad hoc network consists of a collection of mobile hosts dynamically forming a temporary network without the use of any existing network infrastructure [1,6,7]. In such a network, each mobile host can serve as a router. For traffic across the network, multihops may be needed to reach the destination. The selection of relay nodes and their transmission power is a major consideration in routing algorithm design. Unlike the wired networks, in which the energy consumption is not a concern, energy-efficiency is very important in wireless ad hoc networks, such as in military ad hoc networks and wide area voice and data networks. In such networks, the mobile hosts are powered by batteries, therefore the limited battery lifetime imposes a constraint on the network performance. In military ad hoc networks, to recharge or replace the individual user’s battery is impossible, so if a small set of batteries are drained out too early, the entire network may be partitioned and network lifetime reduced.

Most of the previous work addressed the issue of energy-efficient routing from the perspective of...
minimizing total energy consumption of all the mobile hosts. In this chapter, we address this problem from a different approach, that is, to improve the energy efficiency with an objective of balanced energy consumption.

In a network that mobile hosts are deployed in a batch mode, the traffic should be routed to avoid the overuse of a small set of mobile nodes. In order to maximize the network lifetime, ideally, the traffic should be routed in such a way that the energy consumption is minimized and balanced among all the nodes. However, there is always a trade-off between achieving the minimum total energy and balanced energy distribution. We believe there is an optimal point in between. This is the motivation of this work.

In this study, we define the earliest time that a mobile host is depleted of energy as the network lifetime. In order to maximize the network lifetime, the maximum energy consumption among all nodes must be minimized. We propose a polynomial time algorithm that produces a broadcast tree with the shortest longest edge among all the spanning trees. This algorithm can be used in multicast routing by pruning the broadcast tree and eliminating transmissions that are not necessary to reach the destinations. For random multisession traffic, our simulation result shows that compared with BIP algorithm, the best minimum energy broadcast algorithm known so far, the maximum energy consumption of MLE is decreased by 15% and the standard deviation of energy consumption among all the nodes is decreased by 6%. As the network size increases, the improvement in maximum energy consumption is more significant.

2. Related Work

2.1. Minimum Total Energy Broadcast

The energy-efficiency problem in broadcast wireless network design has received significant attention in the past few years. One of the important features is the vertical coupling of protocol layer functionality [12], that is, routing decision is made with the choice of transmitter power levels. The majority of these published works seek to minimize the total energy consumption in each broadcast session.

This problem was also studied in References [9] and [4]. The authors stated that this problem is NP-hard, and it is also hard to approximate. Wieselthier, Nguyen and Ephremides addressed the problem in References [11] and [10], and provided a few heuristics to find the near-optimal solution. We list a few of the heuristics below.

2.1.1. Exhaustive search of minimum energy broadcast tree

The total energy is defined as the sum of the transmission power of all the transmitting nodes. In order to find the optimal broadcast tree, an exhaustive search is used, the tree that consumes the least total energy is chosen. This algorithm is not scalable and is only good for small networks [11].

2.1.2. Broadcast least-unicast-cost algorithm (BLU)

A minimum-cost path from the source to each reachable destination is established, and the broadcast tree is formed by superposition of unicast paths to all the destinations. Since the cost metric for unicast is a link-based cost, the wireless broadcast advantage is not taken into consideration. The aggregation of the individual shortest paths does not guarantee that the resultant broadcast tree will have minimum total cost [11].

2.1.3. Broadcast incremental power (BIP) algorithm

This algorithm takes into account the wireless broadcast advantage in the formation of low-energy broadcast trees, and it is a node-based spanning tree algorithm, which means the transmission power of a non-leaf node is the power needed to reach all its direct children. BIP is similar to Prim’s MST algorithm. In Prim’s algorithm, the nodes are added into the tree one at a time on a minimum cost basis, until all nodes are included in the tree, where the cost is defined as the cost of the link connecting the new node to the tree. In BIP, the nodes are added to the tree in a similar way. The only difference is that the cost is defined as the incremental cost to add a new node to the tree.

If the link cost between node $i$ and node $j$ is $P_{ij}$, and node $i$ currently transmits at level $P(i)$, then the incremental cost for connecting node $j$ is

$$P'_{ij} = P_{ij} - P(i)$$

Prim’s algorithm takes $P_{ij}$ as input and this information remains unchanged throughout the execution of the algorithm; whereas the BIP algorithm takes $P'_{ij}$.
as input and this information must be updated at each step. Unlike Prim’s algorithm, BIP does not guarantee to provide a minimum-cost tree, even though the objective in Reference [10] is minimum total energy.

2.2. Energy-Efficient Unicast Routing

One of the objectives in unicast routing is to minimize the total cost along the route. A conventional approach is to use the shortest path between the source and the destination. However, this may lead to the overuse of some heavy-loaded paths and may in turn lead to reduced network lifetime. Another category of energy-efficient algorithms is energy-aware routing, which achieves balanced energy consumption among the nodes [2]. These algorithms can significantly improve the system lifetime by balancing the energy consumption rates in proportion to their energy reserves. Although this algorithm works well for unicast, it cannot be used in broadcast case. The superposition of unicast paths does not give an optimal broadcast tree in terms of maximum system lifetime. But the idea of balanced energy consumption is very important for broadcast routing algorithm design.

3. Energy Efficiency Metrics

Total energy consumption has been used as an important metric to evaluate ad hoc routing algorithms. However, having minimum total energy consumption may have a negative effect in the long term, because this may result in the overuse of energy resources of a small set of nodes. The early energy depletion of some critical nodes may lead to the network partition.

Consider the wireless network in Figure 1. We assume that total energy is the cost metric, and that BIP algorithm is used to compute the broadcast tree. In any broadcast session with the source node in the right half area, node A will be selected as a single relay node to reach all the nodes in the left half area. So the energy reserve of node A will be drained out faster than others. If node A’s energy is fully depleted, the network lifetime is ended, even though some other nodes may still have plenty of energy left.

Besides the total energy expenditure, the maximum energy consumption of each node is another important metric we need to consider. For many wireless ad hoc networks, the wireless nodes are deployed in a batch mode where battery replacement or recharge is not possible. If some node at a critical position has depleted its energy, the whole network may be partitioned and network lifetime ended. In Section 6, we propose algorithms that aim to provide maximum network lifetime. We will describe the wireless communication model in Section 4.

4. Wireless Communication Model

In this study, we address only stationary wireless ad hoc networks. We assume the node position is static or changes slowly. So the node mobility is not considered in this paper. We also assume there exists an underlying protocol to provide the network connectivity information. We ignore the energy consumption in the information exchange and focus only on the energy-efficient broadcast routing for data traffic.

A wireless ad hoc network is modeled as a complete graph, in which each vertex represents a wireless node, and the edge is weighted by the cost or energy needed to communicate between the two vertices. The energy consumed by a wireless node has two components: the receiving/processing energy and transmission energy. We assume that the transmission energy is dominant, and the receiving/processing power is negligible. Therefore, only the transmission power contributes to the total energy consumption.

We also assume that the received signal power is proportional to \( r^{-\alpha} \), where \( \alpha \) is a parameter between 2 and 4, depending on the communication medium; \( r \) is the distance between the two nodes [8]. The signal...
detection threshold is a constant which can be further normalized to 1. So the power needed for the communication between node \(i\) and node \(j\) is

\[ p_{ij} = \frac{r_{ij}}{C_{11}} \]

where \(r_{ij}\) is the distance between node \(i\) and node \(j\).

Another important assumption is that omnidirectional antennas are used. So if a node \(i\) transmits at power level \(P(i) = r^\alpha\), all the nodes within the range \(r\) of node \(i\) can receive the signal. For example, consider the situation described in Figure 2, \(r_{ij} > r_{ik}\). node \(i\) is the source, node \(j\) and node \(k\) are destinations. One solution is that node \(i\) transmits at power level \(p_{ij}\), so both node \(j\) and node \(k\) can be reached. Another choice is that node \(i\) transmits at power level \(p_{ik}\) and node \(k\) transmits at power level \(p_{kj}\). This may or may not result in less total energy consumption, but the maximum transmission power in the broadcast tree is reduced, which is very important to balance the energy consumption among all the nodes and to maximize the network lifetime.

5. Minimum Spanning Tree Property

Theorem 1: Minimum spanning tree has the minimum longest edge among all the spanning trees.

Proof: The proof is based on the invariant of minimum spanning tree (MST) that every edge in MST is a light edge across the two connected components it straddles [3].

In Figure 3(a), the MST \(T\) has the longest edge \(e(i,j)\), which connects the two connected components (Figure 3(b), the shaded area). For any other spanning tree \(T'\), assume its longest edge is \(e(u,v)\). Assume \(|e(i,j)| > |e(u,v)|\). We can prove that this leads to a contradiction that \(T\) is not a MST.

First we find an edge in \(T'\) that straddles the two set of vertices. Let’s call it \(e(x,y)\) as shown in Figure 3(c).

**Case 1:** Edge \(e(x,y)\) is different from edge \(e(i,j)\). Since \(|e(u,v)| \geq |e(x,y)|\), so if \(|e(i,j)| > |e(u,v)|\), then \(|e(i,j)| > |e(x,y)|\). In original MST \(T\), by replacing \(e(i,j)\) with \(e(x,y)\) as is shown in Figure 3(d), we can get a spanning tree \(T''\), which has less cost than \(T\) does.

**Case 2:** Edge \(e(x,y)\) happens to be the same edge as \(e(i,j)\). This leads to another contradiction: \(|e(i,j)| > |e(u,v)| \geq |e(i,j)|\).

Now we can conclude that the MST \(T\) has the minimum longest edge among all the spanning trees. An example of energy consumption for single session broadcast is shown in Figure 4. As is expected, the MLE algorithm makes the energy consumption more balanced and the maximum energy decreased. In this particular example, the maximum energy consumption in MLE is only 58% of that in BIP. In multi-session random traffic simulation, the maximum transmitting power of MLE is decreased by 15% in average.

6. Centralized Algorithms

6.1. MLE Broadcast Tree Construction Algorithm

In this section, we introduce a broadcast tree construction algorithm for networks where wireless nodes have the same initial energy reserves.

The objective of this work is to build a broadcast tree rooted at the source node such that the network...
lifetime is maximized. Since the broadcast is session-based, we found that the maximum duration of a session can be achieved by using a broadcast tree with the minimum longest edge. We assume the broadcast sessions are randomly generated, therefore it is reasonable to assume such a strategy will also work for multisession traffic. If the energy consumption is balanced in each session, then it is also balanced after multiple sessions.

The broadcast tree is constructed in two phases. In the first phase, we use Prim’s MST algorithm to build a tree rooted at the source. In the second phase, we take into consideration the wireless broadcast nature to save energy by removing the unnecessary transmissions. Some relay node may become leaf node after the second phase, but for the remaining transmitting nodes, their transmission ranges would not increase. So the resulting broadcast tree still has the minimum longest edge (hence the name MLE).

**Phase 1:** Given a complete undirected graph, we build a spanning tree rooted at the source. Initially, only the source node is included in the tree. At each step, the vertices in the tree define a cut of the graph. A light edge across the cut is selected and the node it connects is added into the tree. The edge weight is defined as the transmission power needed to reach the selected node. Figure 5(a) shows a broadcast tree resulting from this algorithm.

**Phase 2:** Since the wireless communication is broadcasted in its nature, a node can be reached by many nodes. As long as the network connectivity is maintained, we can remove unnecessary transmissions to save energy consumption. For example, if node A’s children can be reached by A’s parent without increasing the parent node’s transmission power, then node A’s transmission can be eliminated. Figure 5(b) shows the result of phase two. Node b’s child node becomes reachable from b’s parent node a after a increases its power, so node b becomes a leaf node as a result.

The first phase of this algorithm is to construct a MST rooted at the source node in the same way as in a wired network. We claim that this algorithm produces a tree with the minimum longest edge. Since the edge length determines the transmission power level, a MST will no doubt minimize the maximum transmission power of all nodes. Recall that the network

---

**Fig. 4.** Nodes energy consumption in a single broadcast session; (a) BIP; (b) MLE.

**Fig. 5.** MLE tree construction: (a) first phase; (b) second phase; (c) weighted MLE tree.
lifetime is defined as the earliest time that a node is drained out of energy. The node that is drained out first is usually the node that transmits at the maximum power level. If we minimize this transmission power, we definitely can extend the network lifetime.

In Section 5, we proved that the MST algorithm used in Phase 1 outputs a broadcast tree with the minimum longest edge. Since only the shorter edges are removed, the Phase 2 operation does not change the MLE property of the broadcast tree.

6.2. MWIA Broadcast Tree Construction Algorithm

So far we have assumed that all the nodes have the same initial energy reserves. Since each node has different energy consumption rate, after a few sessions, some nodes may have less energy left than others. We need to modify the algorithm in consideration of this difference. In this section, we consider the energy-efficient broadcast tree construction with different initial energy reserves. We propose an algorithm that balances the energy consumption among all the nodes by using a weighted edge cost that is derived from the sending node’s remaining energy.

Now we assume that each node is aware of its remaining energy, and this information is exchanged with other nodes after each session. We associate each node with a weight, which is a function of its energy reserve. We define

\[ E_i = \text{the remaining energy of node } i \]
\[ E_{\text{max}} = \text{the maximum remaining energy among all the nodes} \]
\[ w_i = E_{\text{max}} / E_i \]

We associate each node \( i \) with a weight \( w_i \) and we use weighted link cost instead of the original link cost in the process of selecting candidates. In this sense, we model the wireless network as a complete directed graph, and each pair of nodes is connected by a pair of directed edges. We define

\[ \text{weighted edge cost } p'_{ij} = \text{link cost } p_{ij} \times w_i \]
\[ \text{weighted edge cost } p'_{ji} = \text{link cost } p_{ji} \times w_j \]

In the distributed implementation of this algorithm, to reduce the number of control messages for finding out \( E_{\text{max}} \), the maximum remaining energy among all nodes, we can normalize it to 1, so there is no additional message overhead for using weighted edge cost.

Now the problem of building the broadcast tree with minimum largest edge-weight is formally defined as follows:

**Definition 1:** (energy-efficient broadcast routing)

Given an edge-weighted directed graph \( G \) and a root node \( r \), find a broadcast tree such that the maximum edge-weight in the tree is the minimum among all the broadcast trees.

To solve this problem, we introduce the minimum weight incremental arborescence. An arborescence is a tree with root \( r \) and paths from \( r \) to every node of \( G \). To get a broadcast routing with the longest network life time, we need to find an arborescence rooted at \( r \) with the minimum largest edge-weight in the tree. The solution to this problem is a minimum weight incremental arborescence constructed as follows:

In the first phase, we build an arborescence rooted at the source node \( r \). Initially, only \( r \) is included in the tree. At each step, we add a node to the tree on a minimum weight basis, that is, we find an edge with minimum weight from a vertex in the tree to a vertex not in the tree. If there are more than one such edges, the tie is broken randomly. We start from the source node and grow the tree one node at a time until all nodes are in the tree.

In the second phase, we use the same algorithm as described in subsection 6.1, Phase 2 to remove the unnecessary transmissions without increasing the transmission range of any node. Some edges are removed, and new edges are added to save the total energy, but the edge with the largest weight will remain untouched.

There may exist more than one MWIAs if there is a tie. However, the following theorem tells us any MWIA will have the same maximum edge-weight.

**Theorem 2:** Every MWIA is an optimal solution for the energy-efficient broadcast routing problem defined above.

**Proof:** Let \( e(x, y) \) be an edge with the largest weight in a MWIA \( T \). Let \( T_{(x,y)} \) be the subtree at the time in the construction that edge \( e(x, y) \) is added. Then \( T_{(x,y)} \) is rooted at \( r \) and \( e(x, y) \) is an outgoing edge with the minimum weight from any node in \( T_{(x,y)} \) to a node not in \( T_{(x,y)} \).

Now, suppose there exists another arborescence \( T' \) such that every edge of \( T' \) has weight less than \( w(x, y) \), the weight of edge \( e(x, y) \). Since \( T' \) contains a path from \( r \) to \( y \), it must contain an outgoing edge \( e'(x', y') \)
from a node \( x' \) in \( T_{(x,y)} \) to a node \( y' \) not in \( T_{(x,y)} \). However, \( w(x',y') < w(x,y) \) contradicts the above fact about edge \( e(x,y) \).

To be consistent with the unweighted graph version, we sometimes use 'weighed MLE' as an equivalence to MWIA in the following. As a result, the unweighted MLE is a special case of MWIA, where edge weights are equal in two directions and are all equal to the link cost.

In Figure 5, if MWIA algorithm is used, the broadcast tree after a time period will be like Figure 5(c). The heavily loaded node \( a \) shifts the task to node \( d \) that has more energy left.

### 6.3. Multicast Tree Construction

In practice, multicast is implemented as broadcast + prune. We first use the Phase 1 of the broadcast algorithm to construct a broadcast tree, and then we prune the broadcast tree to get a multicast tree. Unnecessary transmissions are removed as a result, and the longest edge in the broadcast tree may be removed if it is not on the path from the source to a member of the multicast group. But the remaining multicast tree still has the minimum largest edge-weight among all the pruned subtrees. Then we run the Phase 2 algorithm to further optimize on the total energy consumption.

**Theorem 3:** The multicast tree obtained above is an optimal solution for the multicast routing with minimum largest edge-weight.

The property that the pruned multicast tree is still an optimal solution for multicast problem can be proved as follows:

**Proof:** A multicast session is defined as a pair: (source, multicast group).

In any multicast tree, there must be a path from the source \( r \) to any member \( x \) in the multicast group. We can prove that the path from \( r \) to \( x \) in the multicast tree \( T \) obtained by this algorithm has the minimum largest edge-weight among all such paths.

For contradiction, assume this is not true. Then we can find a path \( r \rightsquigarrow i \rightsquigarrow j \rightsquigarrow x \) in another multicast tree \( T' \) (Figure 6(b)), and the largest edge-weight along this path is \( w(i,j) \). Assume there is a path \( r \rightsquigarrow u \rightsquigarrow v \rightsquigarrow x \) in \( T \) and the largest weight along this path is \( w(u,v) \) (Figure 6(a)). If \( w(i,j) < w(u,v) \), then we can find only two possibilities to connect \( x \) and \( v \) in the process of constructing broadcast tree following MLE or MWIA algorithm Phase 1:

1) If the largest weight on path \( x \rightsquigarrow v \geq w(u,v) \) (Figure 6(c)), then \( T \) contains paths \( r \rightsquigarrow i \rightsquigarrow j \rightsquigarrow x \).

2) If the largest weight on path \( x \rightsquigarrow v \leq w(u,v) \) (Figure 6(d)), then \( T \) contains paths \( r \rightsquigarrow i \rightsquigarrow j \rightsquigarrow x \rightsquigarrow v \) and \( r \rightsquigarrow u \) without edge \( u \rightsquigarrow v \), because path \( r \rightsquigarrow i \rightsquigarrow j \rightsquigarrow x \rightsquigarrow v \) exists before edge \( u \rightsquigarrow v \) is selected.

In either case, there should be no such path \( r \rightsquigarrow u \rightsquigarrow v \rightsquigarrow x \) in \( T \). This contradicts the fact that \( T \) contains a path \( r \rightsquigarrow u \rightsquigarrow v \rightsquigarrow x \).

The union of these paths forms a multicast tree, and the 'minimum largest edge-weight' property will still hold.

### 7. Distributed Broadcast Tree Construction

A distributed MST algorithm is presented in Reference [5]. We can use the same message
exchanging strategy to construct optimal broadcast tree in distributed environment. This strategy can be used for both MLE algorithm and MWIA algorithm. Each node initially only knows the cost of the adjacent edges, all the nodes run the same algorithm and exchange messages with neighbors until the tree is constructed. We start with the source node as a fragment and successively enlarges the fragment until it spans the graph. The key point in the distributed algorithm is how a fragment finds its minimum weight outgoing edge to extend itself. In summary, each node in a fragment finds its minimum weight outgoing edge; Nodes in a fragment coordinate by sending Report messages to find the minimum weight outgoing edge of the entire fragment. In detail, it works as follows:

Each leaf node of the fragment finds its minimum weight outgoing edge and sends Report(W) message on its inbound branch, with W as the weight of the edge it found. Each interior node also finds its minimum weight outgoing edge and waits until it receives messages from all outbound fragment branches. The best edge is selected at the next step to extend the fragment. If no node has outgoing edge, the algorithm is done. Distributed implementation of BIP is just like distributed MLE or MWIA, it starts with a single node and successively enlarges the fragment until all the nodes are included in the fragment.

The distributed implementation of BIP algorithm and MLE/MWIA algorithm work equally well in terms of message complexity and time complexity. If the node identity is distinct, the total number of messages required is at most $5N \log_2 N + 2E$. Each message contains at most one edge weight, a level between 0 and log $N$ and a few more bits to indicate message type. Since the energy consumption in message exchange is the same for both MLE/MWIA and BIP algorithm, and it is much smaller than that of data transmission, we do not include it in the energy consumption comparison.

### 8. Simulation Results

We evaluate the performance of the proposed algorithms by simulations. The results from BIP provide a basis for comparison between these energy-efficient algorithms.

In this simulation study, we assume there is enough energy reserve at each node and we compare the energy consumption distribution. The numbers shown in the graph are normalized by the maximum energy capacity, which is the energy needed to cover the longest distance in the network for a maximum duration. In the following simulations, a fixed value of $\alpha = 2$ is used, which is a typical value for unobstructed environment.

#### Scenario I: Broadcast

We construct random network instances and compare the MLE algorithm with BIP with respect to mean, maximum, and standard deviation of energy consumption among all the nodes for a single session broadcast traffic. Initially, every node has the same energy reserve, so unweighted MLE and BIP algorithms are used. The results are provided in Figure 7.

It is observed that both the maximum value and standard deviation in BIP are approximately 8% higher than those in MLE. In fact, when the network size is increased, the MLE algorithm shows more improvement.

#### Scenario II: Multicast

In this simulation study, we assume the initial energy reserves are sufficient, and we compare the energy consumptions of basic (unweighted) BIP, weighted MLE (or MWIA), and weighted BIP. The multicast session traffic is randomly generated, that is, the source node, multicast group, and session duration time are randomly chosen.

Simulations are run over 100-node graphs generated by GT-ITM. We observe the energy consumption as the multicast group size increases.

Each simulation was run over 100 network instances and the results averaged. The simulation results are provided in Figure 8. In average, the mean energy consumption in weighted MLE is increased by 10%, maximum value decreased by 15%, and the standard deviation decreased by 6% over basic BIP. While in weighted BIP, the average energy consumption is only increased by 3.7%, and maximum value decreased by 13%, and standard deviation decreased by 5% over basic BIP. Despite the randomness of the network instances and multicast sessions, the performance results of weighted MLE (or MWIA) and weighted BIP are very close. This indicates that the energy-balancing strategy by use of energy-related weights can be used to improve both BIP and MLE.

Another observation from the simulation study is that in broadcast traffic, as the number of participants increases, the energy consumption is decreased in general. This is due to the fact that when more nodes are involved, the nodes are getting closer, therefore the transmitting power needed are decreased. But in the multicast case, where the total number of nodes is fixed, increasing the size of multicast group can only make the energy consumption increase.
We also observed that when we choose $\alpha = 4$, the two algorithms produce the same broadcast tree in some network instances, and the overall performance is very close. This is because when $\alpha$ is high, the penalty of using long edges becomes significant. When the cost of using relaying nodes is much cheaper than using a single hop long edge, BIP algorithm becomes in favor of the short edges during the tree construction, this is similar to MLE algorithm.

Fig. 7. Broadcast simulation results. Pictures show the comparison between basic BIP and unweighted MLE; (a) mean energy consumption for broadcast; (b) maximum energy consumption for broadcast; (c) energy consumption stdDev for broadcast.

Fig. 8. Multicast simulation results. Pictures show the comparison of basic BIP, weighted MLE (or MWIA) and weighted BIP; (a) mean; (b) Max; (c) StdDev.
In summary, the unweighted MLE algorithm is good for long lasting session where the energy drain out of individual nodes is likely to occur in a single session; weighted BIP and weighted MLE are good for multisession traffic where each session is relatively short. These two weighted algorithms have roughly the same performance, with the latter being better in minimizing the maximum power consumption. It is also observed that when the path loss exponent $\alpha$ is high, the MLE and BIP algorithms tend to produce the same results.

9. Summary and Future Work

In this study, energy-efficient broadcast routing algorithms called MLE and Minimum Weight Incremental Arborescence (MWIA) are introduced. MLE achieves longer network lifetime by minimizing the maximum transmission power of individual nodes. The probability that a node is overused is decreased significantly. We further extended the idea to consider the situation where nodes have different energy reserves, and introduced edge weights based on remaining energy of sending nodes. We proved the MWIA is the optimal solution for broadcast routing with the minimum largest edge-weight.

Simulation results show that the energy expenditure of MLE and MWIA are more evenly distributed than BIP for random multisession multicast traffic, while the total energy consumptions are not increased significantly as a trade-off. To our knowledge, this is the first work to address the broadcast and multicast problem in multihop wireless ad hoc networks toward a balanced energy consumption.

One of the future research topics is to incorporate the limitation of finite number of transceivers at each node and limited number of frequencies available. So far we used an ‘admit all’ policy. In order to increase the network throughput, the admission control policy needs to be changed.

We are also interested in further investigating the performance of the distributed broadcast routing algorithm in mobile environment, and conclude if it is a reasonable price to pay for gathering global information in order to achieve the optimal solution. A future research topic results from this is to develop suboptimal solution when node mobility is high, and thus to gather global information in order to find the optimal solution is likely to be infeasible. A localized search mechanism will be needed and global information should be used as less as possible.
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