Comparative definition of community and corresponding identifying algorithm
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A comparative definition for community in networks is proposed, and the corresponding detecting algorithm is given. A community is defined as a set of nodes, which satisfies the requirement that each node’s degree inside the community should not be smaller than the node’s degree toward any other community. In the algorithm, the attractive force of a community to a node is defined as the connections between them. Then employing an attractive-force-based self-organizing process, without any extra parameter, the best communities can be detected. Several artificial and real-world networks, including the Zachary karate club, college football, and large scientific collaboration networks, are analyzed. The algorithm works well in detecting communities, and it also gives a nice description of network division and group formation.
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I. INTRODUCTION

Many physicists have become interested in the study of networks describing the topologies of a wide variety of systems [1–3], such as the World Wide Web [4], social and communication networks [5,6], biochemical networks [7], and many more. Many networks are found to divide naturally into communities. Nodes belonging to a tight-knit community are more likely to have other properties in common. In the world wide web, community analysis has uncovered thematic clusters. In biochemical or neural networks, communities may be functional groups. As a result, the problem of identification of communities has been the focus of many recent efforts. Many different algorithms are proposed [8–23] (see [24] for a review).

Communities within networks can loosely be defined as subsets of nodes which are more densely linked, when compared to the rest of the network. Modularity $Q$ [25] was presented as an index of community structure and now has been widely accepted [8,9,14,22] as a measure for the communities. Modularity $Q$ was introduced by Newman and Girvan as follows:

$$Q = \sum_r (e_{rr} - a_r^2),$$  \hspace{1cm} (1)

where $e_{rr}$ is the fraction of links that connect two nodes inside the community $r$, $a_r$ is the fraction of links that have one or both vertices inside the community $r$, and the sum extends to all communities $r$ in a given network. Note that this index provides a quantitative measurement to decide the best division of networks. The larger the value of $Q$, the more accurate is a partition into communities. So maximization of $Q$ can also detect communities. Actually, there are already many algorithms of maximizing $Q$ such as extremal optimization (EO) [22], Greedy algorithm [12], and other optimal algorithms. There are also many other algorithms to identify communities in complex networks such as the Newman-Girvan (GN) algorithm [17,25], random walk method [10], edge clustering coefficient method [20], and spectral analysis [8]. When the methods can only produce the dendrogram of the community structure, the best partition is usually obtained by maximizing modularity $Q$. Unfortunately, the modularity $Q$ maximization problem was proved to be an NPC problem [26]. Moreover, it has been proved that modularity $Q$ measurement may fail to identify modules smaller than a scale which depends on the total number $L$ of links of the network and on the degree of interconnectedness of the modules, even in cases where modules are unambiguously defined [27].

There are also other community definitions based on the topology of networks, such as self-referring definitions and comparative definitions. The basic self-referring definition is a clique, defined as a subgroup of a graph containing more than two nodes where all the nodes are connected to each other by means of links in both directions. In other words, this is a fully connected subgraph. This is a particularly strong definition and rarely fulfilled in real sparse networks for larger groups [28]. The other referring community definition is the $k$ core, which is defined as a subgraph in which each node is adjacent to at least a minimum number $k$ of the other nodes in the subgraph. It is weaker than a clique, but it is very hard to find the optimal $k$ when we want to detect the best partition of the network. Comparative definitions are given on the basis of links comparison. There are three kinds of comparative definitions which are called the $LS$-set, strong, and weak community definitions. The $LS$ set is defined as a set of nodes in which each of its subsets has more ties to its components within the set than outside [29]. The $LS$-set definition is also quite stringent. Moreover, it is a very tough problem to detect all the $LS$ sets in a network. In order to relax the constraints, Raddichi et al. [20] proposed the strong and weak definitions. In a strong community, each node has more connections within the community than with the rest of the network, and in a weak community the sum of all degrees within the community is larger than the sum of all degrees toward the rest of the network. Based on these comparative definitions, the self-contained algorithm is developed, which is similar to the GN algorithm for finding strong or weak communities in a network.
In this article, following the basic idea of comparative definitions, we define community as follows: a community is a set of nodes, and each node’s degree inside the community should be larger than or at least equal to its degree link to any other community. This definition is different from other comparative definitions. The strong, weak, and LS-set definitions are presented by comparing the degree in the community with the degree in the whole rest network. But our community definition is designed by comparing the degree in the community with the degree in each rest community, not the whole rest network.

Then how do we detect the communities in a network based on our definition? Obviously, whether a node belongs to a community or not is determined by its connections. We can define the attractive force of a community to a node by the links connect them. Employing an attractive-force-based self-organize process, the community structures can be detected without any extra parameter. The algorithm also gives a nice description of the affection of a community to a node and group formation process.

This paper is organized as follows. Section II gives our comparative definition for communities in networks. Then in Sec. III, the corresponding algorithm is given in details. The application of the definition and the algorithm in ad hoc, Zachary karate club, college football, and large scientific collaboration networks are presented in Sec. IV. Some concluding remarks are given in Sec. V.

II. QUANTITATIVE DEFINITIONS OF COMMUNITY

A. Previous comparative definition

The most important comparative definitions of community are strong and weak definitions, which are proposed by Raddichi et al. [20]. Suppose there is a network $G$ which has $n$ nodes and it can be represented mathematically by an adjacency matrix $A$ with elements $A_{ij}=1$ if there is an edge from $i$ to $j$ and $A_{ij}=0$ otherwise.

**Definition of community in a strong sense.** The subnetwork $V$ is a community in a strong sense if for any $i$ belonged to $V$ we have

$$\sum_{j\in V} A_{ij} > \sum_{j\in (G-V)} A_{ij}. \tag{2}$$

**Definition of community in a weak sense.** The subnetwork $V$ is a community in a weak sense if we have

$$\sum_{i\in V} A_{ij} > \sum_{i\in V, j\in (G-V)} A_{ij}. \tag{3}$$

Obviously, the strong community definition concerns the situation of every node, but the weak sense takes a community as a whole. From the strong (weak) definition of community we can easily get that if $V_1, V_2 \subseteq G$ satisfy the strong (weak) definition, then we have that $V_1 \cup V_2$ also satisfy the strong (weak) definition. Raddichi et al. [20] call this phenomena as self-contained and use the self-contained algorithm to detect communities, which is similar to the GN algorithm for finding strong or weak communities in a network. Instead of cutting the edge with largest link betweenness, the self-contained algorithm cuts the edge with the smallest value of the edge-clustering coefficient. They introduced an approach to calculate the edge-clustering coefficient based on circles of order $g$ ($g=3$, triangles, and $g=4$, squares) in the networks. In this paper, we mainly discuss the self-contained algorithm with edge-clustering coefficient of order 3 [self-contained algorithm (g3) for short].

B. New community definition

Inspired by the above strong and weak definitions, we define the community as follows.

**Definition of Community.** If $V_1, V_2, \ldots, V_m$ are $m$ communities of $G$, $V_k$, $k=1, 2, \ldots, m$, should satisfy that

$$\bigcup_{k=1}^{k=m} V_k = G \tag{4}$$

and

$$\forall j \in V_k, \sum_{i\in V_j} A_{ij} \geq \max\left\{ \sum_{i\in V_t} A_{ij}, t=1, 2, \ldots, m \right\}. \tag{5}$$

This definition can be summarized as follows: a community should satisfy that each node’s degree inside the community should not be smaller than the node’s degree toward any other community. The same as the strong sense, our definition also focuses on the situation of the node. But different from comparing the degree in the community with the degree in the whole rest network, our definition compares the degree in the community with the degree in each rest community instead of the whole rest network. Obviously, our definition is weaker than the strong definition. Here we can also give another most weak community definition: in a community, the sum of all degrees inside the community should not be smaller than the sum of degrees toward any one other community. The same as the weak sense, our most weak community definition focuses on the case of community instead of the single node. The difference between the weak definition and our most weak definition is that the weak definition compares the sum of degrees inside the community with the sum of degrees towards the whole rest network, but the most weak one compares the sum of degrees inside the community with the sum of degrees towards any other community. In the following discussion, we only deal with the new definition given by formula (5) and mainly compare it with the strong definition.

Let us first give some analytical and quantitative comparisons of different definitions of community on artificial networks following the same lines of calculations in [30] for strong and weak definitions. Each network has $n=128$ nodes divided into 4 communities of 32 nodes each. Edges between two nodes are introduced with different probabilities depending on whether the two nodes belong to the same community or not: every node has $(k_{intra})$ links on average to its fellows in the same community, and $(k_{inter})$ links to the outer world, keeping $(k_{intra})+(k_{inter})=16$. We also can say each pair of nodes in the same community has an edge with probability $p_{intra} = \frac{k_{intra}}{N_v}$, and each pair of nodes in the different community has an edge with probability $p_{inter} = \frac{k_{inter}}{N_v}$, where $N_v=32$ and
Let $F_{k,i}$ denotes the attractive force of community $k$ to node $i$ and $F_{k,i}$ can be calculated by the formula

$$F_{k,i} = \sum_{j=1}^{n} A_{i,j}. \quad (10)$$

Then our algorithm is defined as follows.

(1) We initially set each node and its random half neighbors to be a community. If a node has $h$ neighbors and $h$ is odd, we let the node and its random $\frac{h+1}{2}$ nodes as a community. If two or more than two communities are the same, just keep one of them. So after the first step the network is partitioned to $n$ or less than $n$ overlapping communities. $n$ is the number of nodes in the network.

(2) Calculate $F_{k,i}$ for all $k$ and $i$.

(3) For every node, move it into the community or communities with the largest attractive force, respectively, at the same time.

(4) Check all communities; if two or more than two communities are the same, just keep one of them.

(5) Repeat steps $2-4$ until sufficient $N$ steps or the partition be fixed.

The time complexity of our algorithm is $O(n^2)$. Step 1 runs in time $O(dn)$, step 2 in $O(n^2)$, step 3 in $O(n^2)$, step 4 in $O(n^2)$, and the repeated time in step 5 is uncertain, where $d$ is the average degree. According to the numerical experiments in artificial networks, around ten repeating steps, the partition will be fixed. So we think the time complexity is $O(n^2)$.

Even our definition of communities is not a self-contained one such as strong and weak definitions; there should be more than one partition that may satisfy our community definition. So we keep some stochastic factors in our initial partition and run the algorithm several times. Then we could report the average result or choose the best one from all the partitions. Here we introduce another indicator for evaluating the partitions. We think the best partition should satisfy that there are more connections inside the communities and less connections outside the communities. So we use the proportion of average connection density inside the communities and the connection density outside the communities to measure how reasonable a partition is. This kind of measurement can be defined as follows. Suppose the network contains $n$ nodes and $L$ connections and is partitioned to $m$ communities. $n_i$, $i=1, 2, \ldots, m$, denotes the number of nodes in the $i$th community and $L_i, i=1, 2, \ldots, m$, denotes the number of connections in the $i$th community. Then the average connection density inside the communities is

$$D_{in} = \frac{2 \sum_{i=1}^{m} L_i}{\sum_{i=1}^{m} n_i^2} \quad n \quad (11)$$

and the connection density outside the communities

$$D_{out} = \frac{2L - 2 \sum_{i=1}^{m} L_i}{n^2 - \sum_{i=1}^{m} n_i^2}. \quad (12)$$

Then the measurement $H$ can be defined as $H = \frac{D_{out}}{D_{in}}$ and when there only one community $H=0$. Obviously, larger $H$ means a more reasonable partition.
FIG. 2. (Color online) The accuracies of our algorithms, GN algorithm, and self-contained algorithm (g3). From the plot we can see that the accuracy of the one-run algorithm is similar to the GN algorithm. The partition of the optimal algorithm with the aid of measurement $H$ is better than GN algorithm when the out-degree becomes larger, where we run 15 times for each network for optimum. Each point is the average of 20 realizations of networks.

IV. APPLICATION IN AD HOC AND REAL NETWORKS

A. Algorithm on artificial networks

In order to test our algorithm, we apply it to artificial networks with 128 nodes and 4 predetermined communities, which are the same kind networks in Sec. II. The accuracy of the algorithm is evaluated by the similarity function $S$ [31]. For each given out degree $(k_{i\text{inter}})$, we produce 20 realizations of networks. Then, for each network, we first run the algorithm one time and give the average accuracy of 20 networks as one run shown in Fig. 2. Then we run the algorithm 15 times for each network and choose the best partition with the aid of indicator $H$. The average accuracy of 20 networks is also shown as optimal in Fig. 2. Comparing our algorithm with GN and self-contained algorithms [17,20,25], we could find that the accuracy of the one-run algorithm is similar to the GN-algorithm and better than the self-contained algorithm (g3), and the optimal algorithm is better than the GN, self-contained (g3), and one-run algorithms.

We also test, with the process of our algorithm, to what extent the partition satisfies our definition (see Fig. 3). For a given partition $V_i$, $i=1, 2, \ldots, m$, we define its community degree (CD) as the ratio

$$CD = \frac{\sum_{i=1}^{m} |\bar{V}_i|}{\sum_{i=1}^{m} |V_i|},$$

where $\bar{V}_i$ denotes the subset of $V_i$, in which each node satisfies the requirement of our definition for community; that is, the node’s interdegree is larger or equal to its intradegree between any other community. The numerical experiments results tell us when the community structure is not very fuzzy; the algorithm will finally produce a partition that satisfies our definition very well. The community degree tends to 1. When the community structure is very fuzzy, it is hard to find the partition that satisfies the definition exactly.

Recently Fortunato and Barthelemy [27] proved that modularity $Q$ may fail to identify small communities and give a kind of network as shown in Fig. 4. We test our algorithm on this kind of networks. When each circle contains a clique with three or more than three nodes, our algorithm can detect all the predeterminate communities (circles) always.

Furthermore, we also have done a quantitative comparison of different definitions of community on a small graph with four complete subgraphs (as shown in Fig. 5). Without the red dashed link, four subgraphs are communities that fulfill the strong, weak, and our definitions and the $H$ index is 9.0 (modularity $Q=0.61$). But with the link, four subgraphs are no longer communities under the strong definition. With the red dashed link, the small graph was divided into two communities $\{ACD, B\}$ or $\{ABD, C\}$, $H=4.1$ (modularity $Q=0.30$) by self-contained algorithm (g3), and four communities $\{A, B, C, D\}$, $H=7.2$ (modularity $Q=0.58$) by our algorithm.

FIG. 3. (Color online) The evolution of community degree with the process of the algorithm. The results are for the one-run algorithm. We can see that when the community structure is not very fuzzy, the one-run algorithm services our community definition very well.

FIG. 4. (Color online) The circles represent the communities in which each pair of nodes are connected. The circles be connected to each other by the minimal number of links. The plot is cited from [27].
When apply our algorithm to a real network, first we use the popular Zachary karate club network, which is considered as a simple workbench for community-finding methodologies. This network was constructed with the data collected observing 34 members of a karate club over a period of 2 years and considering friendship between members. By our algorithm, 3 communities are detected as shown in Fig. 6. The partition is reasonable compared with the actual division of the club members.

As mentioned above, there may be many partitions that satisfy the requirement of our definition and the final partition is related to the initial conditions. For the karate club network, if we think the club division is caused by some leaders, such as leaders nodes 1, 33, and 34, and set the leaders and their random half neighbors as initial partition, then our algorithm will divide the network into two communities. That is consistent with the real division. If we set 1, 2, 33, and 34 as the leaders, our algorithm will also partition the network into three communities, which is the same as the result without leaders. It is very interesting, with the process of group formation, that nodes 1, 2, and nodes 33, 34 combine and are in the same community, respectively. The other communities do not contain any nodes of 1, 2, 33, and 34. It implies that, if some leaders have contradictions and want to divide the network, some nodes will not always follow the leaders and may form other groups.

We also apply our algorithm to the college football network which was provided by Newman. The network is a representation of the schedule of Division I games for the 2000 season. Nodes in the network represent teams and edges represent regular-season games between the two teams they connect. What makes this network interesting is that it incorporates a known community structure. The teams are divided into 12 conferences. Games are more frequent between members of the same conference than between members of different conferences. It is found that our overlapping algorithm identifies the conference structure with a high degree of success. We detect 12 communities in which 5 communities were detected exactly, the average accuracy is 0.79, and no node is overlapping. The GN algorithm associated with the Q function gives the partition. It divides the football teams into 10 communities, and the average accuracy is 0.67. The results are shown in Table I.

D. Scientific collaboration network

Up to now we have only discussed examples of networks which are smaller than 200 nodes. It is necessary to test our algorithm on large networks. Newman composed a scientific collaboration network of scientists posting preprints on the condensed matter archive at www.arxiv.org from 1995 to 1999 which contains 16 725 nodes and 47 594 edges. We use the optimal algorithm with (N=50) and 100 runs. Then we got the division with
maximal $H=1754.8$ and 2676 communities. In the final division, 0.93 nodes satisfy our community definition and 158 nodes are overlapping. The community size distribution obeys a power law $p(s) \sim s^{-3.5}$ with density function $p(s) \sim s^{-3.5}$ for the upper tail (see Fig. 7). In order to investigate the effect of repeating time $N$ (see algorithm step 5), we recorded the community degree with the change of $N$. Here, community degree means the proportion of nodes that satisfy our definition. From Fig. 8, we can find that when $N>10$ the community degree is near the maximum value, which is similar with the results on small artificial networks (see Fig. 3). It seems that the repeating time $N$ to reach the final division of network is not dependent on the network size. It indicates that the complexity of our algorithm is $O(n^2)$.

V. CONCLUSION AND DISCUSSION

In this paper, we present a comparative community definition and the corresponding algorithm. A community should satisfy that each node’s degree inside the community should be larger than or equal to the node’s degree toward any other community. Then we introduce the concept of attractive force and develop a self-organizing algorithm based on the comparing of attractive forces. The algorithm can detect the community structures without any extra parameter. In order to choose the best partition from several possible results, we also define an indicator $H$ to evaluate the partitions. We apply the algorithm to artificial networks and some real-world networks such as the Zachary karate club network, college football network, and large scientific cooperation network. The algorithm work well in all networks. Furthermore, our community definition and identification algorithm can be generalized to weighted and directed networks easily. Moreover, our algorithm can be use to predict network division when there are some contradictions between some leaders. In the algorithm, we can initially set some leaders and their random half neighbors to be the communities, respectively. Then the self-organizing process gives a nice description of leaders’ affections. We think this partition technique has great potential for analyzing network structure.

In Sec. II, we give the most weak community definition: in a most weak sense, the sum of all degrees inside the community should not be smaller than the sum of degrees toward any other community. From the view of statistical physics, we think the most weak definition is also reasonable. Here we propose an open problem of finding a algorithm to detect the communities based on the most weak definition.
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