ABSTRACT

National labs, academic institutions and industry have a strong need for scientists and staff that understand high performance computing (HPC) and the complex interconnections across individual topics in HPC. However, domain science and computer science undergraduate programs are not providing sufficient educational resources, and are far from conveying the interdisciplinary and collaborative nature of the HPC environment. The Student Cluster Competition (SCC) was created as an educational tool to immerse undergraduates in HPC. It is a microcosm of professional HPC centers that teaches and inspires students to pursue careers in the field. The SCC’s impact is reflected in new undergraduate curricula and through the experience of the students themselves. The SCC can complement a strong parallel and distributed computing (PDC) curriculum through experiential learning and engagement with the HPC community as a whole, which will prepare graduates for the interdisciplinary nature of work in HPC fields.
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1. INTRODUCTION

High performance computing (HPC) has become an essential tool to advance scientific discovery over the last twenty years [12], and is itself, an area of active research to create larger systems to accommodate new modes of scientific discovery with complex workflows [17]. With the push to Exascale, large-scale scientific programming and HPC are becoming more important to achieving national goals, further increasing the importance of adequately educating the next generation [18]. On July 29, 2015, the White House issued an executive order [19] establishing the National Strategic Computing Initiative (NSCI) to ensure the US continues its leadership role in HPC and its use in solving complex scientific and national problems. The NSCI will make strategic investments toward exascale computing and data-driven HPC. However, there is a significant deficiency in current academic curricula, to prepare the next generation to use, develop, and innovate in HPC at the undergraduate level or even, often times, at the graduate level.

In a domain science degree program (physics, biology, chemistry, etc.), computational science is, at best, offered as an elective and exposure to parallel computing is only attained through a computer science degree program. Furthermore, the majority of computer science degree programs only provide a basic parallel programming course, which fails to expose students to the complex and inter-disciplinary nature of the HPC environment. Efforts are underway on a national level to address this educational deficiency through the Curriculum Initiative on Parallel and Distributed Computing [20] led by the National Science Foundation and the IEEE Computing Society. They provide a more comprehensive HPC curriculum encompassing HPC architecture, programming and algorithms, and incentivize early adopters through additional support and stipends for instructors. This early effort is targeted toward integrating HPC into computer science (CS) and computer engineering (CE) programs.

These efforts still leave a deficiency in HPC exposure for students in domain science degree programs, who often become the applications developers of the future. Science application developers are often poorly equipped to develop massively parallel applications without considerable on-the-job training. Code design choices, both methods and algo-
rithms, are increasingly impacted by HPC architecture and require a shared language to facilitate close collaborations between domain scientists and CS/CE researchers to bring it to large-scale HPC systems. In addition, no curriculum exposes the complexity of a production HPC ecosystem, which includes, not only a massively parallel HPC system, but is also comprised of networks, file systems, archival storage, programming tools, and administrative tools, which can significantly impact scientific productivity.

The Student Cluster Competition (SCC) was developed in 2007 as a mechanism to expose undergraduate and high school students to HPC through immersion. With the help of a vendor partner student teams design and build the hardware and software for a small cluster, learn designated scientific applications, apply optimization techniques for their chosen architecture, and compete in a non-stop 48-hour challenge to correctly complete a real-world scientific workload at the SC conference, all while impressing conference attendees and interview judges with their HPC knowledge.

The SCC was developed prior to efforts to integrate HPC education into undergraduate curriculum. Identifying this deficiency early, the original intent of the competition was to provide students with early exposure to HPC and motivate undergraduate curriculum development. Going forward, despite undergraduate HPC curriculum slowly becoming main stream in CS/CE programs, the SCC remains an invaluable tool in HPC education. The SCC reaches a multi-disciplinary student population and provides domain scientists with, often times, their first exposure to HPC. The competition also exposes teams to an HPC work environment, requiring team work and broad understanding of systems, software and applications by all team members.

Some unique impacts of the SCC to HPC education include providing students the opportunity to work with cutting-edge hardware and software seen in the Top500 HPC systems. In addition, SCC applications and rules are chosen so that teams are aware of the interconnections between system architecture and applications, and competition applications are chosen so that teams can see the societal impacts of HPC (e.g., simulating weather and catastrophic events can impact urban development, simulating zombie invasions is similar to understanding disease spread, etc.). The competition also enables students to become inspired by HPC and use the playful nature of a competition to take risks and drive their own education. And, by staging the final event during the SC conference, the SCC allows students to see the vibrancy of the HPC community, identify role models, network, establish mentorship opportunities, and expose students to career possibilities in HPC.

This paper describes the SCC in detail and its continued impact in HPC education. In Section 2 we describe current HPC workforce needs. Sections 3 and 4 provide background on the Student Cluster Competition and describe qualitative and quantitative impacts of the SCC. We conclude with suggestions for broadening the SCC and increasing its potential impact on HPC education.

2. HPC WORKFORCE NEEDS

High performance computing is pervasive in research, academia, industry and government facilities. According to the Top 500 List for June 2015 [9], the top 500 highest performing HPC systems were distributed among the following market segments, presented in Fig. 1: Industry 42%, Research (e.g. National Labs) 26.2%, Academic 23%, Government (e.g. Army, Air Force, NASA, etc.) 5.6%, and Vendor 3%.

![Figure 1: Percentage of the Top 500 systems in each HPC segment for June 2015](image)

In recent years, there has been a significant uptick in demand for applicants who are versed in HPC methodologies. This trend has been spurred by increased ability to take advantage of inexpensive computational resources to achieve faster or more accurate solutions to problems that were formerly solved serially on single workstations, or deemed uneconomical given the time and budget constraints of the organization.

A 2010 International Data Corporation (IDC) study [16] of talent and skill impacting HPC data centers found the HPC workforce aging and retiring, and 93% of HPC centers having difficulty hiring staff with the requisite skills as a result. A 2013 Networking and Information Technology Research and Development Program (NITRD) publication concluded, “current approaches to HEC (high-end computing) workforce development and education are inadequate to address today’s needs in HEC centers and scientific disciplines that depend upon HEC; as demands upon HEC increase, this gap will widen.”

HPC penetration is increasing across the board in industry. A 2014 IDC forecast [15] predicted the greatest increase in HPC systems revenue from 2013 to 2018 in electronic design automation, IT, and independent software vendors (9.5%). Government labs took the second place prediction at (9.1%), with the economic and financial industry in third place at (8.7%), and university and academic increases further down at 6.7%. It is significant to note the pace of HPC growth in industry keeping step or outpacing that of traditional sources of HPC workforce employment such as government labs and academia.

2.1 HPC workforce roles at national labs

The collaborative nature of the work at national laboratories requires not only a strong academic and technical background but also excellent interpersonal, communication, organization, and problem solving skills. In the high performance computing area, national laboratories often look for different types of professionals including: computational scientists, data scientists, system engineers, system administrators, and user assistance staff. It is often difficult to find professionals with the desired HPC background, described in Table 1 to fill these roles. In addition, the staff listed
need knowledge beyond any specific skill set but also need to understand the interconnectedness of all the technologies and roles involved.

Table 1: Roles in HPC and desired skill set

<table>
<thead>
<tr>
<th>HPC Role</th>
<th>Skill Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational Scientist</td>
<td>Computer science, including but not limited to computer architecture, operating systems, and algorithms, and expertise in a specific scientific domain and its applications</td>
</tr>
<tr>
<td>Data Scientist</td>
<td>Data analytics, machine learning or statistical modeling with a strong understanding of big data technologies such as Hadoop/MapReduce and NoSQL databases</td>
</tr>
<tr>
<td>System Engineers</td>
<td>HPC architecture in systems, storage and/or networking as well as systems programming for monitoring, change management and repair</td>
</tr>
<tr>
<td>System Administrators</td>
<td>Cluster or HPC system, network or storage administration and a deep understanding of how each systems influence the others</td>
</tr>
<tr>
<td>User Assistance Specialist</td>
<td>Use of batch systems, workflow, compilers, programming languages used in scientific computing, profilers and debuggers, and great communication skills</td>
</tr>
</tbody>
</table>

2.2 New skills for emerging architectures

To further complicate the problem, the fast-paced evolution of HPC systems, for example heterogeneous systems with accelerators, requires all HPC staff to be agile and constantly educate themselves to drive the next evolution. The new skills required include:

Computational scientists are required to have experience with modern programming models including CUDA, OpenCL, OpenMP and OpenACC compiler directives, vectorization, and message-passing interfaces (MPI). Furthermore, computational scientists must demonstrate ability developing, profiling, and optimizing scientific applications for a variety of architectures. Computational scientists collaborate with users and work closely with the user support staff to identify and disseminate best practices.

Data scientists must have in-depth knowledge of computer science, as well as extensive knowledge or practical experience with “big data” technologies such as MapReduce, Hadoop, Spark, and NoSQL databases. Data scientists often work with researchers in many different fields to provide assistance understanding their data needs, as well as analyzing and improving their workflow. In order to efficiently operate in HPC environments, data scientists must also have experience with modern programming languages and analysis tools. In addition, data scientists are also often required to have experience with the latest visualization techniques and tools.

System engineers often have a computer science or computer engineering background. In industry this may be referred to as DevOps. The position usually requires a balance between theoretical and technical knowledge. System engineers have in-depth technical knowledge of the architecture of HPC systems. In addition, they must gain an understanding of current and upcoming technologies in order to improve and develop the next generation of tools. Generally, system engineers have a particular specialization (e.g., storage, networking, compilers) and experience with modern programming and scripting languages. Their technical expertise in combination with their programming and analytical skills allows them to develop tools and systems that can monitor/diagnose the HPC ecosystem, manage change within the system, as well as automate some repairs. System engineers work closely with user support staff in order to develop tools that can improve the overall user experience.

System administrators for HPC systems are required to have practical experience managing large-scale systems. Previous experience deploying, configuring, and managing HPC Linux clusters is also generally required. In addition, system administrators must have a thorough understanding of Linux, the different layers in the software stack, networking, and storage. Due to the rapid evolution of technology, system administrators must stay up to date with the latest technologies. Furthermore, system administrators must be able to quickly diagnose and troubleshoot operational issues which often involves knowledge on many levels of the stack. They are also responsible for software updates and upgrades to maintain the availability and security of the systems at the center. The systems administration group works closely with several groups inside and outside the organization, and therefore, the role requires excellent organizational as well as interpersonal skills.

User assistance specialists provide support to scientists that use and rely on large-scale HPC systems for their research. Because users enter with different backgrounds, a user assistance specialist must be capable of tailoring technical information to specific audiences and must be able to explain complex systems clearly and succinctly. This type of role requires adaptability, and excellent problem solving skills. From a technical standpoint, the position requires practical experience with multiple programming and scripting languages including but not limited to Fortran, C, C++, Perl, Python, and shell scripting. In addition, knowledge of parallel programming models and previous experience with Linux clusters, batch schedulers, and parallel programming tools (profilers and debuggers) is beneficial.

2.3 HPC workforce in academia

Organizational structure varies from university to university much more than national labs and as such there may be many different types of organizational structures for research computing. A common structure used is a central research computing organization that is attached to the IT or Research administrative department.

If the need at national labs is depth then the need in academia is breadth. The academic needs focus less on development of cutting edge HPC resources and architectures and instead focus on deployment and use of existing architectures. While research on these new and upcoming architectures is done at many universities, this type of research does not typically get deployed into production at universities first. HPC centers at universities are typically helping to push faculty’s research forward. While there is certainly HPC application development at many universities, most users of academic HPC resources will be focused on using existing codes. Although all of the jobs enumerated for the
participate in the competition.

For instance, the lab's computational scientist role responsibilities are distributed between user assistance specialists and the faculty/graduate students that are users. Specialists are expected to know some of the domain science and they often focus on educating users who often have never done a simulation or used a command line interface before. Data scientists are similarly distributed. While there may be a data scientist role in an HPC center, it can also take the form of a technologist (systems engineer or user assistance specialist) who understands the "big data" tools and a statistics faculty. Systems engineers and systems administrators are very similar although they may be more focused on deployment than their lab counterparts.

3. STUDENT CLUSTER COMPETITION

The Student Cluster Competition (SCC) debuted at the Supercomputing Conference in 2007 in Reno, NV. Since then it has been a growing component of the SC Conference and will celebrate its ninth year at SC15. The overarching goal of the SCC is to introduce the next generation of students to HPC and integrate them into the HPC community. This is achieved through a friendly yet spirited competition, where teams of six undergraduate and/or high school students assemble small clusters at the conference, and race to complete a real-world HPC workload, across a series of applications, and to impress HPC-industry judges. In the competition, teams partner with vendors to design and build cutting-edge clusters, from commercially-available components, and work with application experts to prepare for the competition. All with a catch, clusters must not exceed the 3,120-watt power limits (26 amps at 120 volts).

3.1 Microcosm of the HPC Community

The steps the teams undergo to prepare and compete resemble an HPC systems procurement and acceptance testing (e.g. Trinity-NERSC8 [2], CORAL [3]); whereby HPC centers describe a set of requirements through a list of applications and performance metrics, vendors propose a system to meet some or all of the requirements, and upon delivery of the system, a comprehensive acceptance test is performed to ensure the HPC system meets the contractual functionality, performance and stability to accept the machine in exchange for payment.

The SCC culminates in a real-time, non-stop, 48-hour challenge during the SC conference in November that is similar to an acceptance test. However, the competition really starts in the spring when the competition applications are announced. Typically 4-6 large-scale scientific applications are the basis for the competition, where teams will need to learn how to run and optimize the applications for their chosen architecture. Ideally, the competition applications should inform their decisions on their system architecture (e.g. if a GPU version of an application does not exist, does it make sense to bring a system with GPUs). Based on the competition workload, teams must find vendor partners and submit a proposal describing their anticipated system and their strategies to achieve optimal performance for the workload. See Harrell et al. [13] for a description from past advisors on team creation and the preparation required to participate in the competition.

Accepted teams then work with their vendor partners and advisors to build a suitable cluster for the competition workload, setup the programming and tools environment (schedulers, compilers, MPI libraries, profilers/debuggers, etc.), decide on storage needs (file system, SSDs, etc.). In addition, teams are encouraged to find domain scientists and applications developers to assist them with understanding the competition applications (i.e. what are the use cases for the application, what are the impacts of changing parameters to the science outcome and the performance, what input and output are expected, etc.).

During the SC conference, the winning team is decided based on the highest aggregate score when combining their correctly completed workload across the competition applications, best HPL run, application interviews and HPC interviews. The interview portion assesses whether teams understood the applications, their system and engaged with the other conference activities. Often, teams go above- and beyond through intricate visualizations of the application output to impress conference attendees and interview judges.

Although the competition doesn’t require students to go in depth into parallel computing techniques, typically the team that wins the overall competition has taken the extra step towards understanding the parallel applications and the programming model to understand how best to execute the codes for their chosen architecture.

3.2 SCC and HPC Education

The SCC was developed prior to emphasis on integrating HPC into undergraduate curriculum. Its original goal was two-fold, one, to expose and excite students about HPC and two, to motivate and influence curriculum development. Competing teams require considerable training to prepare for the competition at the SC conference. The topic areas students need to prepare for the competition could be used toward guiding HPC curriculum.

Organizers of the SCC are equally focused on creating a high-quality competition and increasing the exposure and integration for each student participant in the HPC community. Over the years, the SCC has demonstrated and continues to refine its unique impact on HPC education and building the next generation of experts to fill the HPC pipeline. Some of these benefits include:

Multi-disciplinary reach.

The premise of the SCC, where domain applications are run and optimized for cutting-edge HPC systems, attracts CS/CE students as well as domain science students, who are often recruited on teams for their science expertise. During SCC interviews, teams are required to explain their knowledge of competition applications and its use. Often, this is the first exposure domain science students receive in HPC and the applicability of their field of study into a broader landscape.

Team work.

The scope of the competition is so broad that even a seasoned HPC expert could not single-handedly run a team and must rely on team work, similar to a real HPC production environment. In a team of six students, the work to understand the 4-6 applications is typically distributed among team members, as well as the cluster architecture and programming environment setup. The SCC also pro-
vides students with early exposure to communicating across domains. Often in HPC, scientific experts from different domains must find a common language to collaborate in the HPC environment.

Student initiative.
The competitive yet playful nature of the SCC helps to drive student initiative, versus course requirements, and attracts students to the field through a fun activity. The target age, undergraduates, are drawn to fields for their ‘cool’ factor, such as using drones and robots to spark interest in embedded systems. The SCC gives students a competition framework to drive their participation but does not impose strict rules on how to compete. They are encouraged to make design decisions with the guidance of their vendor partners and advisers, and they are provided cutting-edge hardware, ‘real-world toys,’ on which to be creative.

Impacts of HPC.
In addition, competition applications and data sets are chosen to spark their imagination and allow students to see the broad impact and applicability of HPC in society. Applications have included password cracking important to cybersecurity, WRF [10] to simulate weather patterns, such as the Katrina hurricane, with impacts to urban development, and NAMD [8] to simulate biomolecular systems to accelerate new drug design.

Integration in the community.
One of the attractions to compete in the SCC is for students to travel to the SC conference and experience one of the largest HPC conferences. Student participants are encouraged to attend technical talks, the job fair, the mentor-protégé program, and network with other attendees. Students are also constantly presenting their team, architecture and know-how to attendees visiting the competition area. This exposure provides students with a glimpse at the diversity of career paths in HPC and gives them role models and future mentors.

4. SCC IMPACT
There has not been a formal mechanism to quantify the impacts of the SCC, in large part, because the organizing committee is comprised of volunteers and changes from year to year. For this study, we analyzed the team proposals starting from 2010, when consistency in the submission guidelines was implemented. Team proposals are applications to participate in the SCC. The contents of the proposals include the expected members of the team, the expected hardware configuration, the current HPC curriculum at the institution, and a range of other information requested by the SCC committee [1]. This data is self reported and can be considered biased towards getting accepted into the competition. All proposals are used in this study regardless of the status of acceptance. Data was gathered from 87 applications from 40 distinct teams to the SCC from 2010 to 2015.

4.1 SCC Statistics
4.1.1 Interest in the competition
Continued interest in the competition from organizations is a measure of usefulness of the SCC to the HPC community since it requires institutional commitment in staff, funding and other types of support. From all teams within this survey 51% have applied to the SCC twice or more, and over one third have applied more than 3 times within the last six years as seen in Figure 2. This high recurrence rate indicates that the SCC has a perceived value to undergraduates and institutions who have participated before.

In addition, Figure 3 shows increased interest internationally to participate in the SCC. In 2010, 75% of all team proposals came from schools within the United States. In 2015, the increase in international team submissions resulted in less than 50% submissions from the US. Between 8 to 12 teams have been accepted into the competition each year, with total submissions ranging from 11 to 17. Submissions from Europe, Australia and the Americas is still limited, resulting in a 100% acceptance rate seen in Figure 4, with the exception of 2012. The majority of submissions come from the US and Asia, resulting in lower acceptance rates. The growing international interest in HPC is also reflected in the percent of system share of the Top500 list, when analyzed by geographical region [9]. In 2010, North America represented 56.4% of system share and Eastern Asia at 14.2%, whereas in 2015, North America had 47.8% and Eastern Asia increased to 17.6%.

Figure 2: Percentage of teams with recurring proposal submissions from 2010 to 2015.

Figure 3: Percentage of applications broken down by continent and the US.

In addition, Figure 3 shows increased interest internationally to participate in the SCC. In 2010, 75% of all team proposals came from schools within the United States. In 2015, the increase in international team submissions resulted in less than 50% submissions from the US. Between 8 to 12 teams have been accepted into the competition each year, with total submissions ranging from 11 to 17. Submissions from Europe, Australia and the Americas is still limited, resulting in a 100% acceptance rate seen in Figure 4, with the exception of 2012. The majority of submissions come from the US and Asia, resulting in lower acceptance rates.

The growing international interest in HPC is also reflected in the percent of system share of the Top500 list, when analyzed by geographical region [9]. In 2010, North America represented 56.4% of system share and Eastern Asia at 14.2%, whereas in 2015, North America had 47.8% and Eastern Asia increased to 17.6%.
4.1.2 Curriculum Development

Information about the team’s existing HPC coursework is also collected. The call for applications asks for respondents to “Explain the commitment of the institution to educating the broader student community about the usefulness and the accessibility of High Performance Computing at your institution; explain how cluster computing is integrated in the educational curriculum of the proposing institution.” The answers are graded on a three point scale. Some respondents choose not to answer the prompt. These responses were scored as zero. The lowest non-zero score is given to institutions that only have a parallel programming course. The middle score is given for having a parallel computing course but also are offering parallel architectures and/or offering domain specific parallel computing courses. The top score is given to those that describe holistic HPC programs that include HPC system deployment and use as well as parallel programming classes in domain sciences.

During the first few years of the competition, teams received their training for the competition as an extra-curricular activity or a special project. Advisers and team members had to see the benefit of spending additional time preparing for the competition in exchange for the opportunity to learn about HPC and experience the SC conference. Since then, many teams from returning academic institutions have adopted more formal coursework to prepare students for the HPC workforce and, by proxy, the competition. Figure 5 shows the percentage of repeat teams that have improved their curriculum offering in HPC.

4.1.3 Domain Science Majors in the SCC

Multi-disciplinary work is important in many of the roles in the HPC workforce, yet it is rarely integrated into undergraduate curriculum. The SCC gives many students a first look into the inter-disciplinary nature of HPC. The majors of the students were gathered from each application. These percentages are averaged per year and then averaged together to correct for teams who submit subsequent applications. As seen in Figure 6, we see close to 1/6th of students having a non-computing major or an average of one student per team that is not a major in computer science, computer engineering or information systems. This means that a majority of the SCC applicants are exposed to domain science majors not only in the competition but also on their team. The non-computing majors are also similarly exposed to a new area that they may never have been exposed to otherwise.

4.2 Participant Experience

In 2013, the SCC committee distributed a survey to past participants to attempt to gauge the competition’s impact on students. A common theme emerged: every one of the survey respondents expressed that many of their teams’ students have moved on to graduate or industry work in HPC, and over half of the respondents expressed that HPC education was not commonplace at their university, and the competition exposed them to this field which they would not have had an opportunity to explore otherwise. In addition, several respondents cited the career networking op-
portunities they received from being part of the larger SC conference and being able to attend other parts of the technical program.

The impact of the competition can perhaps be best summed up in quotes from past students and advisors:

“The Cluster Competition was a great way to learn skills that are not taught whatsoever at school. I’m a Computer Science major, but [my university’s] CS curriculum is highly theory-based, and it was a relief to be able to learn the concrete skills needed to set up, manage, and maintain a cluster, as well as the work it took to learn the scientific applications. The conference as a whole was memorable—combining the work of the competition during the day with the networking at night—it was one of the high points of the school year, and one that opened up new career possibilities to me.”

This is an area of education that is lacking formally... and having this competition opens up the eyes of many undergrads who would have never considered HPC as an option.”

“Our team concluded that SC12 itself was the BIG experience. That is, coming from a small liberal arts college setting, it was horizon-expanding to see what the ‘big boys’ are doing. The competition itself had all the ‘normal’ highlights: teamwork, all-nighters, collegiality with other teams, bug-fighting, etc. But it was the experience of being with the HPC community that made the big difference.”

“Huge amounts of student interaction between teams - friendly competition is awesome!”

“Almost all of the students go to graduate schools. Some of them become my masters and PhD students. They are all doing research in HPC. The SCC is a great event for undergraduate students who never have HPC experiences during their undergraduate study... This event guides them into the HPC community.”

“As only sublimely confident undergraduates can do, my team decided last night to scrap the design we’ve been working for the whole summer and take a radical left hand turn using hardware we don’t actually own yet. It made me so proud! These 5 guys are mastering so much material and digging into technical spec’s in a way I’d never get if they were just taking a class.”

4.3 Outcomes

Anecdotally, many students who are past participants at the SCC go into HPC related jobs. One advisor for a regularly participating team said that about 30% of students from their teams go into HPC for a career. Additionally many students intern in HPC related jobs even before they finish their degree. Although there is not data for every student who has participated in the SCC there is a growing number of SCC alumni who participate in the Supercomputing Conference, have jobs at national labs, in HPC industry, and are in graduate programs related to HPC.

5. CONCLUSIONS

The growing importance of high performance computing to solve complex problems, as well as the fast-paced evolution of the HPC environment, has heightened the need for a trained and experienced workforce to meet these challenges. The HPC community needs to address this challenge by providing the next generation with the necessary education, mentorship and inspiration to join this exciting field. The complexity of the HPC landscape calls for the need for both structured undergraduate educational curriculum and more multi-disciplinary educational experiences. Additionally, the community needs to remain agile so when a new technology like Hadoop/MapReduce gains wide acceptance it can be quickly reflected in job descriptions and syllabi. The Student Cluster Competition can complement the current push toward integrating HPC curriculum into undergraduate education by providing breadth and context to a depth-wise program. Activities like the SCC provide a vital context to the education to see how they can fit in and get students, that are otherwise uninterested in HPC, inspired to pursue a career in the field.

The Student Cluster Competition has shown that it can inspire undergraduates to pursue HPC. Students that have participated in the SCC are joining the HPC workforce through industry, national labs and academia. The value of the SCC framework has been recognized internationally. There are two other major student cluster competition events [4] [5] that invite teams from around the world and at least one other [6] that is a local variant on the SCC. The international HPC community recognizes the importance of these type of activities to augment undergraduate education and inspire the next generation of HPC professionals.

5.1 Broadening the reach

Figure 7: Gender distribution of SCC applicants from 2010 to 2015.

While the SCC has seen many successes, the competition strives to increase its overall impact and reach of HPC. This can be achieved through increasing its current scale and broadening its reach to include greater diversity (e.g. gender, underserved minority, science discipline, institution size, etc.). Analysis of the current composition of participants and their institutions shows that the SCC needs to make targeted recruiting efforts. Figure 7 shows the gender distribution of SCC applicants from 2010 to 2015, with only 15% female participation. In addition, smaller schools with an undergraduate population less than 5,000 are not represented at all in the SCC as seen in Figure 8. These figures show that more work can be done to further increase the diversity in SCC participation.

The SCC is continually trying to grow the competition, to allow more teams to compete each year. This is often constrained by financial limitations as well as space limitations in the competing venue. Through ACM/IEEE sponsorship
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